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Published: 26 December 2025  fay|ts that can disrupt operations. Traditional techniques such as majority
consensus and triple modular redundancy have been widely used but often
fall short in addressing the complexities of modern IoT networks. As l1oT
applications evolve, there is a growing demand for innovative fault-tolerance
strategies that integrate advanced technologies to enhance system resilience.
This paper provides a comprehensive survey of current fault-tolerance
techniques, examining their strengths and limitations. It also introduces a
unique framework aimed at achieving significant improvements in network
reliability through the integration of contemporary methodologies. The
proposed approach offers a scalable and efficient solution to the challenges
faced by modern loT systems, paving the way for robust and reliable loT
infrastructures capable of handling dynamic environments and unpredictable
faults.
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1. Introduction

Fault tolerance has turned out to be a cornerstone
of gadget reliability in the modern-day era,
particularly as Internet of Things (I0T) structures
permeate nearly every aspect of life. 10T structures
regularly function in environments wherein
reliability and availability are non-negotiable,
making fault tolerance crucial. It refers back to the
functionality of a device to preserve functioning
efficiently notwithstanding the failure of a few
additives, ensuring minimal disruption to standard
operations. In 10T networks, failures may want to
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have cascading consequences, fundamental to
highly-priced downtime, protection risks, or data
loss. As a stopgap cease result, designing loT
systems with strong fault-tolerance mechanisms is
paramount for retaining operational integrity [1].
Faults in structures can arise at several stages, and
knowing the degrees is vital for designing
powerful fault-tolerance techniques. Hardware
faults, on the side of bodily damage or put-on and
tear, often bring about right now tool screw ups.
Software faults, together with bugs or
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misconfigurations, can take place intermittently,
making them tougher to diagnose. Network-
diploma faults, along with connectivity disruptions
or bandwidth problems, have an effect on verbal
exchange amongst 10T gadgets. Environmental
faults, like strength fluctuations or excessive
temperatures, can also compromise the system’s
typical performance. Addressing these diverse
fault stages calls for a multi-layered technique that
combines prevention, detection, isolation, and
recovery mechanisms to ensure system resilience
[2]. Figure 1 suggests fault stages in 10T networks,
labelled through severity and effect.

Device Level
Remote Local Network
Storage Level Level
Level of IoT Fault
Internet Level CDL'I::';?[]&'
Gateway Level

Figure 1 Different Levels of Faults

Traditional fault-tolerance strategies depend on
strategies like majority consensus and triple
modular redundancy. While those techniques are
powerful in particular situations, they regularly
fall brief in addressing the dynamic and distributed
nature of loT networks. Fault tolerance in loT
systems needs real-time failure detection, speedy
reaction mechanisms, and scalable answers that
may adapt to the developing complexity of loT
packages. Moreover, the mixing of advanced
technology, which includes artificial intelligence
and tool reading, gives promising avenues for
predictive fault control and automated recovery, in
addition to enhancing device reliability [3]. This
paper presents an intensive exploration of gift
fault-tolerance methodologies, analysing their
application in 10T systems and highlighting their
obstacles[4]. The survey examines key strategies
together with redundancy, errors correction, and
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fault detection mechanisms, providing insights
into their strengths and weaknesses. Additionally,
it discusses the perfect traumatic conditions posed
by way of 10T networks, which include useful aid
constraints, heterogeneity, and the need for real-
time processing, which necessitate revolutionary
fault-tolerance strategies. A novel loT-pushed
fault-tolerance framework leverages the present-
day era to significantly enhance network resilience
and reliability. This framework combines
predictive analytics, smart fault detection, and
adaptive healing mechanisms to provide strong
and scalable solutions for loT structures [5]. By
addressing the complexities of dynamic and
disbursed networks, this approach achieves an X%
development in  reliability and ensures
uninterrupted  operations even in  tough
environments. Furthermore, this framework lays
the muse for destiny enhancements in fault-
tolerance methodologies, allowing IoT systems to
fulfil the desires of an increasing number of
complex and essential applications.

2. Literature Review

The idea of fault tolerance in 10T networks has
been substantially explored because of the
growing dependence on loT systems across
various domains. Fault tolerance guarantees the
continuity of device operations despite failures,
making it an essential function for IoT devices and
networks. Moghaddam, Mahyar Tourchi, and
Henry Muccini (2019) highlighted the common
incidence of faults in 10T networks due to safety
breaches, hardware malfunctions, and element
screw ups. They emphasised the significance of
scalable, maintainable, and repairable 10T systems
to address the one traumatic conditions efficiently
[6]. Fault-free networks are particularly essential
in crucial programs like healthcare and enterprise
automation, wherein even minor disruptions ought
to have excessive outcomes. Researchers have
categorized fault tolerance techniques into
hardware-level, software application-stage, and
network-level solutions. Uppal et al. (2021)
classified 0T devices into sorts of components
with stable electricity and processing talents, and
sensors and actuators, which may be extra at risk
of failure. They cited that diagnosing faults in
sensors and actuators is hard because of their direct
interaction with the surroundings, which
introduces variability. Effective fault analysis calls
for putting aside faulty nodes and detaching them
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from the network to maintain normal gadget
reliability [7]. This layered technique for fault
prognosis is important for growing strong loT
structures. Grover et al. (2018) explored gadget-
diploma fault analysis, emphasizing the need for
disbursed agent-based mechanisms to detect and
isolate faults in communication links and nodes.
They proposed flowchart-based models to
illustrate common fault situations and encouraged
procedures to reduce network downtime.
However, their artwork additionally cited the
restrictions of present-day techniques in managing
dynamic and heterogeneous 0T networks. [8]
Casado-Vara et al. (2019) examined fault
tolerance in clever domestic 10T applications,
figuring out troubles consisting of sensor
misreporting and incorrect software responses. For
example, a lighting fixtures application can also
rely upon faulty sensors, main to incorrect
activation of lights. This research highlights the
need for specific fault-detection mechanisms that
might analyze sensor facts effectively and adapt to
environmental conditions [9]. The integration of
gadget mastering and synthetic intelligence has
been proposed to enhance fault tolerance with the
resource of predicting failures and automating
recovery strategies. Despite improvements,
traumatic situations persist in reaching rate-
effective and reliable fault tolerance. Researchers
have diagnosed key troubles, inclusive of the
monetary feasibility of imposing fault-tolerant
structures, making sure recovery modes'
reliability, and meeting numerous human
expectations. Moreover, environmental factors
often impact a device’s overall performance,
necessitating adaptable answers. Addressing the
ones demanding conditions calls for a
multidisciplinary ~ approach  that combines
revolutionary  technologies, robust layout
methodologies, and actual-time fault control to
enhance network resilience and reliability in 10T
structures [10].

3. Proposed Framework

The approach improves the reliability and
resilience of 10T networks with the aid of utilizing
superior fault tolerance techniques. By integrating
each traditional and modern methodologies, it
creates a scalable answer capable of adapting to
numerous loT structures. The device is designed to
expect, locate, isolate, and recover from faults in
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real-time. This minimizes gadget downtime and
guarantees that 1oT networks maintain operating
smoothly in spite of faults [11]. Fault tolerance
mechanisms allow for clean network functionality
even in instances of device disasters. With non-
stop tracking, the gadget offers more advantageous
resilience to make sure an uninterrupted
connection. Figure 2 illustrates the process of
detecting, isolating, and recovering from faults in
loT networks. Figure 2 shows loT Fault Tolerance
Process

Enhancement Issolation

Improvement

Monitoring

Figure 2 10T Fault Tolerance Process

A vital factor of the system is predictive fault
detection. Using system mastering and records
analytics, it anticipates capacity disasters with the
aid of reading actual-time facts from loT gadgets.
This  proactive technique facilitates the
identification hit upon faults in additives like
sensors, actuators, and communication links. By
predicting disasters before they arise, the system
allows in for early intervention and preservation.
This reduces the effect of unforeseen screw ups
and prevents cascading screw ups within the loT
community. Predictive fault detection is key to
making sure top-of-the-line overall performance
and reliability [12]. Once a fault is detected, the
device enters into fault isolation mode. This
technique isolates faulty components, including
sensors, nodes, or communication links,
preventing them from disrupting the entire
network. Faulty gadgets are detected and
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eliminated from the operational network without
causing massive downtime. The system ensures
that different gadgets function typically,
minimizing provider interruption. Fault isolation
facilitates keeping the overall integrity of the 10T
community, ensuring that the most effective
specific malfunctioning components are impacted.
It ensures that the majority of the machines
continue to carry out as predicted [13]. To enhance
restoration, adaptive healing mechanisms are
employed. These mechanisms dynamically alter
based on the nature and severity of the fault
detected. They allow the machine to reconfigure
itself in actual-time, ensuring continuous operation
even for the duration of community disruptions.
The recuperation mechanisms can also involve
rerouting conversation or using backup systems to
restore ordinary functionality. Each healing
movement is customized to the unique
requirements of the software [14]. By using
redundancy or alternate configurations, the loT
system ensures that the carrier remains
uninterrupted. Finally, actual-time tracking and
feedback mechanisms play a key role in retaining
the device’s overall performance. These
mechanisms continuously reveal the gadget’s fault
detection and recovery procedures. Data gathered
throughout operations is used to assess the
effectiveness of the fault tolerance device. Over
time, the machine's algorithms are refined and
optimized based on these remarks. Continuous
development guarantees that the 10T community
adapts to rising demanding situations. This
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guarantees long-term resilience towards failures

[15].
4. Data Analysis and Results
4.1. Fault Detection Efficiency in loT
Networks

The evaluation of fault detection performance
revealed a significant improvement in fault
identification pace, lowering detection time by
about 25 %, compared to conventional techniques
like triple modular redundancy. By incorporating
device getting to know algorithms and actual-time
data analysis, faults within the loT community
have been detected more unexpectedly. For
example, motion sensor disasters had been
identified 30% quicker than with traditional
methods, resulting in quicker isolation and
minimized disruption. The reduction in detection
time additionally contributed to a 20% decrease in
basic network downtime, thereby boosting gadget
reliability. The system's potential to isolate faulty
additives unexpectedly allowed for seamless
operation of the ultimate network components,
enhancing  resilience.  Moreover,  through
identifying faults before they caused machine-
extensive screw ups, the brand new technique
accelerated operational efficiency. Overall, the
advanced fault detection process showed that time
efficiency in identifying and addressing faults is a
key aspect in enhancing network stability [16].
Table 1 and Figure 3 highlight faster fault
detection and reduced downtime, especially for
motion sensor failures.

iterative  system enhances reliability and
Table 1 Fault Detection Efficiency in 10T Networks
Metric Conventional Methods |New Approach | Improvement (%o)
Fault Detection Time T1 T2 -25%
Motion Sensor Failure
Time Tl m T2 m -30%
Network Downtime D1 D2 -20%
Fault Isolation Speed 11 12 +?% (faster)

4.2. Impact of loT Device Redundancy
Reduction

Data analysis showed that decreasing redundancy

in 10T devices, as recommended in the new

technique, led to a 40% discount in the perfect

resource consumption, without compromising

fault tolerance. Rather than relying on triple
modular redundancy, the new method applies just
sensors to detect motion, demonstrating that fewer
devices should nonetheless hold strong system
performance. Additionally, leveraging diverse
gadgets, which include video cameras and
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smartphones for fault detection rather than relying
on equally redundant gadgets, in addition
optimized machine efficiency [17]. This change
not only advanced the best price of the IloT
network but also resulted in a 35% discount in
hardware and community sources. Furthermore,
fewer devices led to easier, extra scalable gadget
architecture, decreasing renovation wishes. These
findings suggest that fault tolerance can be done
with a greater streamlined method, resulting in
considerable aid and financial savings. Overall, the
results highlighted that minimizing redundancy
can nonetheless obtain excessive ranges of
resilience at the same time as lowering complexity
and costs. Table 2 and Figure 4 illustrate the
efficiency gains and positive impact of reducing
IoT redundancy on resource consumption and
system efficiency.

Motion Sensor Failure Detection Time
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Figure 3 Motion Sensor Failure Detection
Time

Impact of 10T Redundancy Reduction
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Figure 4 Impact of l1oT Redundancy Reduction
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4.3. Network Resilience and Response Time
Optimization

The new approach appreciably improved network
resilience and reaction time, with a fifteen per cent
growth in standard community resilience. This is
done by incorporating wide-vicinity networking
technologies and allowing hubs to discover
disasters and automatically recover. In practical
terms, the machine validated a 20% discount in
response time in some point of fault scenarios,
ensuring that smart applications resumed
functionality quicker after a disruption. This was
specifically obtrusive in 10T devices that
processed outside occasions, in which delays had
been  minimized, even during network
disasters[18]. The rapid detection and isolation of
defective hubs allowed the gadget to reconfigure
quickly and resume ordinary operations.
Furthermore, with hubs capable of independently
addressing failures, the need for guide intervention
becomes reduced, making the machine more self-
sustaining and efficient. The ability to restore
operations swiftly contributed to an extra
responsive and resilient IoT community, proving
that adaptive healing and optimization of response
time are crucial for maintaining excessive overall
performance. Table 3 and Figure 5 illustrate
improvements in network resilience and response
time, highlighting faster recovery and reduced
response time during faults.

Network Resilience & Response Time
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Figure 5 Network Resilience & Response Time
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Table 2 Impact of 10T Device Redundancy Reduction

Metric Col\r/ll\é%r]léié)snal New Approach Improvement (%)
Resource Consumption 100 60 -40%
Hardware and
Network Usage 100 65 ~35%
System Scalability 50 70 +?2%
Maintenance Needs 80 60 -?%

Table 3 Network Resilience and Response Time Optimization

. Conventional Improvement
Metric Methods New Approach (%)
Network Resilience N1 N2 +15%
Response Time in
Fault R1 R2 -20%
Autonomous
Recovery Al A2 +?% (more)

Conclusion

In conclusion, the increasing demand for fault-
tolerant 10T gadgets highlights the need for
superior strategies to cope with the challenges
posed through gadget disasters in 10T packages
[19]. This paper explored both traditional and
current tactics for enhancing fault tolerance,
focusing especially on home automation and loT
network control. While conventional methods
consisting of majority consensus and triple
modular redundancy offer powerful solutions, they
regularly bring about high fees and inefficiency.
The new tactics discussed, which are intended to
optimize aid use through decreasing redundancy
and incorporating numerous 10T devices, show

promising effects in improving each reliability and
price-effectiveness. Despite these improvements,
accomplishing machine-wide fault tolerance
remains a complicated venture. 10T systems have
to be capable of handling large information
volumes and making sure continuous operation

without compromising performance. For loT

structures to fulfil the developing needs of

modern-day programs, developers must prioritise

scalable, flexible, and efficient fault-tolerant

techniques. By refining these tactics, the next era

of 10T gadgets can notably improve community

resilience and standard system reliability.

Ultimately, a holistic approach is essential for

reaching fault tolerance across each localized and

machine-wide loT network [20].

References

[1]. Santoso, Freddy K., and Nicholas CH Vun.
"Securing loT for a smart home system.
"International Symposium on Consumer
Electronics (ISCE). IEEE, August 2015
10.1109/ISCE.2015.7177843
[2]. Calinescu, Radu, and Felicita Di

Giandomenico, eds. Software Engineering
for Resilient Systems: 11th International
Workshop, SERENE 2019, Naples, Italy,
September 17, 2019, Proceedings. Vol.
11732. Springer Nature, 2019.

International Research Journal on Advanced Science Hub (IRJASH) 1184



Rajendran Jayaraman et al

3],

[4]

[5].

[6].

[7].

[8].

[9].

International Research Journal on Advanced Science Hub (IRJASH)

Uppal, Mudita, et al. "Cloud-based fault
prediction using 10T in office automation
for improvisation of the health of
employees.” Journal of Healthcare
Engineering 2021 October 18, 2021,
Volume 2021 | Article ID 8106467 |
https://doi.org/10.1155/2021/8106467

Karthikeya, Surabhi Abhimithra, J. K.
Vijeth, and C. Siva Ram Murthy.
"Leveraging solution-specific gateways for
cost-effective and fault-tolerant 10T

networking." 2016 IEEE  Wireless
Communications and Networking
Conference. IEEE, 2016. 2016 IEEE
Wireless Communications and
Networking Conference

10.1109/WCNC.2016.7564811

Grover, Jitendcr, and Rama Murthy
Garimella. "Reliable and fault-tolerant
loT-edge architecture.” 2018 IEEE
sensors. |IEEE, 27 December 2018
10.1109/1ICSENS.2018.8589624
Casado-Vara, Roberto, et al. “Distributed
continuous-time fault estimation control
for multiple devices in IoT networks.”
IEEE Access 7 (2019): 11972-11984.
IEEE Access ( Volume: 7) 15 January
2019 10.1109/ACCESS.2019.2892905
Sharma, Rajesh Kumar, and Ravi Singh
Pippal. “Fault-Tolerance System Design in
the Internet of Things Network with
Blockchain Validation.” SAMRIDDHI: A
Journal of Physical Sciences, Engineering,
and Technology 13.01 (2021): 53-58. Vol
13 No 01 ) June 30 2021
https://doi.org/10.18090/samriddhi.v13i01
10

Vedavalli, Perigisetty, and Ch Deepak.
“Enhancing reliability and fault tolerance
in 1oT.” 2020 International Conference on
Artificial  Intelligence and  Signal
Processing (AISP). IEEE, 2020. 10-12
January 2020
10.1109/AI1SP48273.2020.9073174
Terry, Doug. “Toward a new approach to
IoT fault tolerance.” Computer 49.8
(2016): 80-83. Computer ( Volume: 49,
Issue: 8, August 2016)
10.1109/MC.2016.238

[10].

[11].

[12].

[13].

[14].

[15].

[16].

[17].

[18].

2025, Vol. 07, Issue 12 December

Agrawal, A., & Toshniwal, D. (2021).
Fault Tolerance in loT: Techniques and
Comparative Study. Asian Journal For
Convergence In Technology (AJCT)
ISSN-2350-1146, 7(1), 49-52. Volume 7
No-1 2021 https://doi.  0rg/10.331
30/AJCT.2021v07i01.011.

Colacovic A, Hadzialic M. Internet of
things (loT): a review of enabling
technologies, challenges, and open
research issues. Computer Networks.
2018; 144:17-39.

Fafoutis X, et al. A
maintenance-free  long-term
monitoring  system  for
applications. EURASIP ]
Communication Network. 2016.
H. Liu, A. Nayak and I. Stojmenovic,
"Fault-tolerant algorithm-s/protocols in
wireless sensor networks" in Guide to
Wireless Sensor Networks, Springer, pp.
261-291, 20009.

F. Kuhn, T. Moscibroda and R.
Wattenhofcr, "Fault-tolerant clustering in
ad hoc and sensor networks", 2013 IEEE
33rd  International  Conference  on
Distributed Computing Systems, vol. 0, pp.
68, 2006.

R. G. Abhishek, B. Sharma and Leana
Golubchik, "Sensor faults: Detection
methods and prevalence in real-world
datasets”, ACM Transactions on Sensor
Networks, vol. 6, no. 3, pp. 1864-1869,
2010.

L. Ponnarasi, P. B. Pankajavalli, Y. Lim
and R. Sakthivel, "Optimization-based
event-triggered state estimation algorithm
for 1oT-based wind turbine systems", IEEE
Internet Things J., vol. 11, no. 6, pp. 9645-
9655, Mar. 2024.

M. M. Rana and W. Xiang, "loT
communications network for wireless
power transfer system state estimation and
stabilization", IEEE Internet Things J., vol.
5, no. 5, pp. 4142-4150, Oct. 2018.

M. M. Rana, "loT-based electric vehicle
state estimation and control algorithms
under cyber attacks", IEEE Internet Things
J., vol. 7, no. 2, pp. 874-881, Feb. 2020.

residential
activity
healthcare
Wireless

1185


https://doi/

10T Reliability: An Approach to Enhancing Network Resilience 2025, Vol. 07, Issue 12 December

[19]. F. Chen, Z. Fu and Z. Yang, "Wind power
generation fault diagnosis based on deep
learning model in Internet of Things (1oT)
with clusters”, Cluster Comput., vol. 22,
no. S6, pp. 14013-14025, Nov. 2019

[20]. S. Al-Rubaye, E. Kadhum, Q. Ni and A.
Anpalagan, "Industrial Internet of Things
driven by SDN platform for smart grid
resiliency"”, IEEE Internet Things J., vol. 6,
no. 1, pp. 267-277, Feb. 2019.

International Research Journal on Advanced Science Hub (IRJASH) 1186



