RESEARCH ARTICLE

RSP Science Hub

International Research Journal on Advanced Science Hub
2582-4376

Vol. 05, Issue 08 August

www.rspsciencehub.com

W) Check for updates

http://dx.doi.org/10.47392/irjash.2023.055

Smart CCTV Detection Using Local Binary Pattern Histogram (LBPH)

Deepak Sharma’, Brajesh Kumar Singh 2

IM.Tech Scholar, Raja Balwant Singh Engineering Technical Campus, Bichpuri, Agra, India

2Professor, Raja Balwant Singh Engineering Technical Campus, Bichpuri, Agra, India

Email: deepaksharmacb@gmail.com

Article History

Received: 16 July 2023
Accepted: 24 August 2023
Published: 30 August 2023

Keywords:
Computer Vision;
SSIM;

LBPH;

Intrusion Detection,
Smart CCTV

1. Introduction

Abstract

Smart CCTV Detection Using Local Binary Pattern Histogram (LBPH) is a
computer vision technique used to improve the accuracy of object detection in
video surveillance. This approach uses the LBPH algorithm with the accuracy
of 97.56% to extract features from image frames captured by CCTV cameras.
The LBPH algorithm is a texture-based feature extraction method that is robust
to illumination changes and is capable of detecting local patterns within an
image.The proposed system consists of three main stages: preprocessing, fea-
ture extraction, and classification. In the preprocessing stage, the input image
is preprocessed to enhance its quality and reduce noise. In the feature extrac-
tion stage, the LBPH algorithm is applied to the preprocessed image to extract
texture features. Finally, in this study, the structural similarity index and the
LBPH algorithm are proposed as Smart CCTV with intrusion detection [1].
CCTV cameras record real-time video and analyses it as it is recorded, using
intrusion detection to locate illegal individuals entering our monitoring area.
Experimental findings demonstrate that the suggested system achieves 97.56%
high accuracy in object detection compared to existing methods. This tech-
nique has potential applications in various fields such as surveillance, security,
and traffic monitoring.

capable of detecting local patterns within an image

With the increasing demand for safety and surveil-
lance systems, video surveillance using CCTV cam-
eras has become a crucial tool for monitoring pub-
lic areas, businesses, and homes. However, tradi-
tional video surveillance systems often suffer from
low accuracy in object detection, especially in the
presence of illumination changes, occlusions, and
noise. Therefore, developing efficient techniques for
object detection has a significant impact in the field
of video surveillance.

The Local Binary Pattern Histogram (LBPH)
algorithm is a popular technique for texture-based
feature extraction in computer vision. LBPH is

OPEN ACCESS

and is robust to illumination changes, making it
a suitable choice for object recognition in CCTV
images (Ramu et al. Shah et al.).

In this context, the proposed system aims to
improve the correctness of object recognition in
video surveillance using the LBPH algorithm. The
system consists of three main stages: preprocess-
ing, feature extraction, and classification. The input
image is preprocessed to enhance its quality and
reduce noise. The LBPH algorithm is then applied
to extract texture features from the preprocessed
image. Finally, a Haar-Cascade classifier is used
to classify the extracted features into predefined
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classes.

1.1. Benefits of Video Monitoring: -

Video monitoring has several benefits in various
fields, including: -

1. Enhanced Security: Video monitoring helps
enhance security by providing a visual record of
activities in an area. It helps prevent theft, vandal-
ism, and other criminal activities by deterring poten-
tial perpetrators and identifying those who commit
crimes.

2. Increased Safety: Video monitoring can
improve safety by detecting and responding to acci-
dents or emergencies in a timely manner. It can also
help prevent accidents by monitoring and enforcing
safety protocols in high-risk areas.

3. Improved Productivity: Video monitoring
can be used to keep track of staff output and identify
areas for improvement. It can also help managers
identify and address issues that may be impacting
productivity.

4. Better Customer Service: Video surveillance
may be used should be aware of customer interac-
tions and provide feedback to improve customer ser-
vice. It can also aid in locating places where cus-
tomers may be experiencing issues and allow busi-
nesses to address them proactively.

5. Traffic Management: Audiovisual monitor-
ing can help manage traffic by monitoring conges-
tion, identifying accidents or other incidents, and
adjusting traffic flow as needed.

6. Remote Monitoring: Audiovisual monitor-
ing can be accessed remotely, allowing managers to
monitor activities in multiple locations from a cen-
tral location. Businesses may save time and cash
with these resources while improving overall effi-
ciency.

In summary, video monitoring offers several ben-
efits that can help advance security, safety, produc-
tivity, customer service, traffic management, and
overall efficiency in various fields.

1.2. Why intelligent surveillance?

Smart surveillance is a more advanced form of video
surveillance that uses artificial intelligence (AI) and
machine learning (ML) algorithms to analyze and
interpret data from video feeds in real-time. Smart
surveillance systems are designed to go beyond tra-
ditional video surveillance by enabling proactive
monitoring and faster response times.
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There are several reasons why smart surveillance
is becoming increasingly important:

1. Faster Response Times: Smart surveillance
systems can quickly detect potential threats and alert
security personnel or law enforcement, allowing for
a faster response time in emergency situations.

2. Proactive Monitoring: Smart Systems for
surveillance can review footage feeds and identify
potential threats before they escalate. This enables
security staff to be proactive in preventing incidents
before they occur.

3. Improved Accuracy: Smart surveillance sys-
tems use Al and ML algorithms to analyse data from
video feeds, which might enhance item detection’s
precision and reduce false alarms.

4. Cost-Effective: Smart surveillance systems
can be more cost-effective than traditional surveil-
lance systems in the extended run, as they require
less manual monitoring and can be automated to
some extent.

5. Scalability: Smart surveillance systems can
be easily scaled up or down as needed, making them
ideal for large or complex environments such as rail-
road terminals and airports, or shopping centres.

In summary, smart surveillance offers sev-
eral benefits over traditional surveillance systems,
including faster response times, proactive monitor-
ing, improved accuracy, cost-effectiveness, and scal-
ability.

2. Literature Review

Shah et al. (2022) emphasizes the importance of
accurate anomaly detection for security and propose
a Smart Surveillance System integrating LSTM,
CNN, RNN, and BPPT for real-time identification
of anomalies like theft, assault, and robbery. They
highlight the role of CNN in object detection, uti-
lizing techniques such as deep artificial neural net-
works, SIFT, and HOG for motion tracking and theft
detection (Shah et al.). Overall, the paper showcases
the potential of advanced technologies in enhancing
security measures and detecting abnormal activities,
while also suggesting future research directions for
improving system accuracy and efficiency.

Ingle and Kim (2022) present a system for real-
time abnormal object detection in video surveillance
for smart cities. The system utilizes edge comput-
ing and deep learning technology to detect abnor-
mal objects in surveillance videos and enable imme-
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diate responses to potential threats. It consists of
two phases: object detection using YOLOv3 and
abnormality detection using a custom deep learn-
ing model. The system achieves high accuracy in
detecting abnormal objects with low false positive
rates and provides real-time alerts for faster secu-
rity responses (Ingle and Y.-G. Kim). It has poten-
tial applications in public safety, transportation, and
industrial monitoring, enhancing surveillance sys-
tem efficiency in smart cities.

Pervaiz et al. (2021) introduces a hybrid algo-
rithm for multi-people counting and tracking in
smart surveillance. The algorithm combines object
detection, feature extraction, and multi-object track-
ing techniques to accurately count and track indi-
viduals in surveillance videos (Pervaiz, Jalal, and
K. Kim). It utilizes the YOLOvV3 object detec-
tion model and the Local Binary Pattern Histogram
(LBPH) algorithm for feature extraction. The
extracted features are then employed in the Multi-
ple Hypothesis Tracking (MHT) algorithm for per-
son tracking. The proposed algorithm achieves high
accuracy in both people counting and tracking tasks,
with an average counting error of 2.07% and an
average tracking error of 0.11. It has potential appli-
cations in crowd management, traffic analysis, and
security surveillance, offering real-time monitoring
and enabling faster responses to potential threats or
incidents.

Chethan Kumar et al. (2020) conducted a
study on the performance of object detection algo-
rithms for smart traffic television. They evaluated
YOLOV3, SSD, and Quicker R-CNN using a traffic
video dataset. YOLOV3 showed superior precision
and F1-score, while SSD performed better in terms
of recall. The authors emphasized the importance of
selecting the appropriate algorithm for accurate and
reliable traffic detection (B, Punitha, and Mohana).
They suggested YOLOV3 for real-time traffic man-
agement and SSD for applications requiring high
recall, such as pedestrian detection.

Shehzad and Kim et al. (2019) present a multi-
person tracking system for smart television that per-
forms crowd counting and detects normal/abnormal
events (Shehzed, Jalal, and K. Kim). The sys-
tem combines object detection, tracking, and fea-
ture extraction techniques. It achieves accurate
crowd counting and high accuracy in detecting nor-
mal/abnormal events, providing real-time monitor-
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ing and alerts. The proposed system has potential
applications in crowd management, public safety,
and event monitoring, enhancing the efficiency of
surveillance systems by enabling real-time analysis
and decision-making capabilities.

Aditya et al. (2018) propose an Internet of Things
(IoT) based smart surveillance and monitoring sys-
tem using Arduino. The system enables real-time
monitoring and analysis of surveillance data and
allows for remote control of surveillance devices. It
utilizes Arduino microcontrollers and IoT protocols
for data transmission. The system is implemented
in a real-life scenario, demonstrating its effective-
ness in monitoring a construction site and detecting
potential threats or incidents (Aditya). The proposed
system has applications in public safety, traffic man-
agement, and industrial monitoring, providing real-
time monitoring and faster responses to potential
risks or incidents.

Patil et al. (2017) proposes an IoT-based smart
surveillance security system using Raspberry Pi.
The system enables real-time monitoring and anal-
ysis of surveillance data and allows for remote con-
trol of surveillance devices. It utilizes Raspberry Pi
microcontrollers and an IoT platform for data trans-
mission. The system is implemented in a real-life
scenario, showcasing its effectiveness in monitor-
ing a residential area and detecting potential threats
or incidents (Neha, Ambatkar, and Kakde). The
proposed system has applications in public safety,
traffic management, and industrial monitoring, pro-
viding real-time monitoring and faster responses to
potential risks or incidents. The use of Raspberry
Pi microcontrollers makes the system cost-effective
and easily deployable in various environments.

3. Algorithm Used
3.1. Local Binary Pattern Histogram (LBPH) : -

It is a texture-based feature extraction method used
in computer vision for object recognition and classi-
fication. LBPH is an effective technique for extract-
ing texture features from grayscale images and has
been widely used in various applications, including
face recognition, object detection, and texture anal-
ysis.

In LBPH, every single pixel in a picture is com-
pared to its surrounding pixels, and a binary pattern
is generated based on the intensity differences. The
binary pattern is then converted into a decimal value,
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which is used to produce a histogram of the image.
The histogram represents the distribution of texture
features in the image.

LBPH is robust to illumination changes, as it
compares local texture patterns rather than absolute
pixel values. It is also computationally efficient and
can be cast-off in real-time applications.

LBPH has several variations, including uni-
form LBPH, rotation invariant LBPH, and extended
LBPH, which have been created to enhance its accu-
racy and robustness in different applications.

The flowchart of pseudo code to visualize
LBPH algorithm: -

Start

F—— User Input: Mame and 1D

| Initialize Video Capture

| ' Load Face Cascade Classifier
|

F—— Loop Uniil Exit

| Detect Faces in Frame

| | — Extract Face Region

| Save Face Image with Mame, Count, and 1D
| | “ Display Count on Frame

| Check Exit Conditions

| | b 1fESC Key Pressed or Count Excesds 300

| Create LBPH Face Recognizer

| F— Set Dataset Directory

| b— Get Paths to Images in Dataset Directory
| F— Extract Label and ID from Image Filename
| b— Read Face Image as Grayscale

| b— Train Recognizer Using Faces and 1Ds

| L— Zzve Trained Mode
|

|

|

|

|

|

|

|

|

|

|

|

Initialize Video Capture
— Load Face Cascade Classifier
— Load Labels and Corresponding 1Ds from Saved Images
— Load Trained Mode
— Detect Faces in Frame
— Exfract Face Region
— Recognize Face and Get Label and Confidence Leve
— If Confidence Level Below Threshold
L— Display Recognized Labe
— If Confidence Level Above Threshold
L— Display “Unknown

L— End

3.2. Structural Similarity: -

Structural similarity (SSIM) is a metric used to
assess how similar two images are. It is a full-
reference quality assessment method that compares
the structural information of two images, rather than
just comparing their pixel values. SSIM is widely
used in image processing and computer vision appli-
cations, including image compression, denoising,
and super-resolution.

2023, Vol. 05, Issue 08 August

The SSIM index ranges between -1 and 1, with
1 indicating that the two images are identical. The
SSIM index stands based on three components:
Structure, contrast, and brightness. Luminance rep-
resents the overall brightness of the image, contrast
represents the difference in brightness between pix-
els, and structure represents the spatial arrangement
of pixels.

The SSIM index stands calculated by comparing
the structure, contrast, and brightness of the two
images. The luminance comparison is created on the
mean intensity of the two pictures, the contrast com-
parison is created on the modification of the two pic-
tures, and the structure comparison is created on the
covariance of the two pictures. SSIM is considered
to be a more reliable metric than traditional met-
rics such as peak signal-to-noise ratio (PSNR) and
mean squared error (MSE), as it takes into account
the perceptual quality of the image, rather than just
the pixel values.

The flowchart of pseudo code to visualize SSIM
algorithm: -

Start

F—— Import Libraries

|

F—— Loop Over Each Input Frame
Extract Second Frame

Convert Frame to Grayscale

Apply Blurring to Reduce Noise

Calculate Structural Similarity Score between Frames

Convert Difference to Grayscale Image
—— Threshold the Difference Image

—— Find Contours in Thresholded Image
— If Contours Found
L Semething is Stolen
— If Mo Contours Found
L— Mothing is Stolen

—— Display Difference and Marked Frame

Play Beep Sound

Save Marked Frame with Timestamp

Wait for Key Press to Close Windows

L—Enc

4. Methodology
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4.1. Monitor Feature: -

Similarity in Structure (SSIM) algorithm is a per-
ceptual metric to measure how similar two images
are. It was first introduced in 2004 by Wang et al.
and has since become widely used in image process-
ing and CV?2 applications.

The SSIM algorithm takes into explanation three
main components of an image: Structure, contrast,
and brightness. It measures the structural similarity
among two images by comparing their brightness,
contrast, and structure information as shown in Fig.
1. Components of SSIM. The algorithm works by
dividing the image into small windows and com-
paring the statistics of each window among the two
images.

The SSIM index ranges among -1 and 1, with
1 indicating perfect similarity and -1 indicating no
similarity. The closer the SSIM index remains to
1, the more similar the two images are. The SSIM
algorithm has been revealed to be more effective
than traditional metrics, such as Mean Squared Error
(MSE), in measuring the perceived similarity among
two images (Patil, Ambatkar, and Kakde).

The SSIM algorithm is generally used in various
applications, such as image and video compression,
image restoration, and image quality assessment. It
has also been used in combination with other algo-
rithms for projects like picture segmentation and
object detection.

The 3 essential components are mined from a
photo via SSIM: -

e Luminance

e Contrast

e Structure

Luminance
nal x =y
S Measurement

Similarity

Contrast
Luminance Measure

Measurement Luminance
Comparison
® ‘ : I
’
Measurement
= Structure
Contrast Comparison
o I Measurement I

FIGURE 1. Components of SSIM.

Signal y

Using this process, Structural Similarity Index
between the two given images is determined, with
values ranging from -1 to +1. A score of +1 spec-
ifies that the two photos are identical or extremely
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similar, whereas a value of -1 indicates that the pho-
tos are quite different from one another. To fit into
the range [0, 1], where the extremes have the same
importance, these values are routinely adjusted.

e Luminance: - Averaging across all of the pixel
data yields the luminance value. Its symbol is (Mu),
and the formula is shown equation 1 below.

qu:l/NZi\lem' (1)

e Contrast: - It is calculated using the standard
deviation (square root of variance) of all the pixel
values. Sigma is its symbol, and the subsequent for-
mula is used to represent it as shown in equation 2:

b= (£ =180 (=) )2 (D

e Structure: - The structural contrast is per-
formed using a simplified formula (more on that
later), but in essence, we divide the input signal by
its standard deviation to get an output with a unit
standard deviation, making the comparison more
accurate as shown in equation 3.

We shouldn’t have to duplicate all of these math-
ematical calculations in Python because the image
package already includes functionality that handles
all of those tasks for us by using its built-in func-
tion (Patil, Ambatkar, and Kakde Raju and Praveen).
The script generates the masked version of the
image together with the score after we simply need
to incorporate two previously captured images or
frames, which we do.

4.2. Identify the Family Member Feature: -

This function is a really helpful part of my project
because it’s used to determine whether the person in
the frame is well-known or not. This process takes
two steps:

1- Detecting faces in a frame.

2- Using LBPH for Face Recognition technique,
use the trained model to determine who the individ-
ual is.

Let’s categories this into the following groups:

4.2.1. Detecting faces in a frame: -

It is a common task in computer vision and image
processing applications, particularly in surveillance
and security systems. There are various algorithms
and techniques that can be cast-off for face detection
as shown in Fig. 2. Face captured by the CCTV
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model with known and unknown people., some of
which include:

FIGURE 2. Face captured by the CCTV model
with known and unknown people.

Haar-Cascade Classifier: The Haar-Cascade Clas-
sifier is a popular face detection algorithm that
uses pre-trained classifiers and a sliding window
approach (Raju and Praveen). It extracts Haar-like
features from the image as shown in Fig. 3. Detect
the presence of that features in the given image., cal-
culates a similarity score, and determines if a win-
dow contains a face based on a threshold. Adaboost,
a machine learning algorithm, combines multiple
weak classifiers trained on subsets of data to create a
strong classifier, improving accuracy. The algorithm
is widely used, with available pretrained models and
libraries, making it accessible for incorporating face
detection into applications.

4.2.2. Using LBPH for Face Recognition: -

Local Binary Pattern Histogram is an object detec-
tion and classification technique in computer vision
that uses texture-based feature extraction (Raju and
Praveen Gesick, Saritac, and Hung). LBPH has
been extensively utilized in a variety of applications,
including face recognition, object identification, and
texture analysis. It is an efficient method for remov-
ing texture information from grayscale photographs.
The Local Binary Pattern Histogram (LBPH) pro-
cedure is a texture-based method for image recogni-
tion and is often used in face recognition systems.
Here are the specifications of the LBPH procedure:

* Radius: This parameter sets the radius of the
circular region around the central pixel used for
feature extraction. It is typically set to 1.

* Neighbors: This parameter cliques the number
of neighboring pixels used for feature extrac-
tion. It is typically set to 8.

2023, Vol. 05, Issue 08 August
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FIGURE 3. Detect the presence of that features
in the given image.

* Grid X: This parameter sets the figure num-
ber cells in the plane direction for dividing the
image into local regions. It is typically set to 8.

* Grid Y: This parameter cliques the figure num-
ber cells in the perpendicular direction for
dividing the image into local regions. It is typ-
ically set to 8.

* Histogram bins: This parameter sets the num-
ber of bins used for constructing the histogram
of local binary patterns. It is typically set to
256.

e Threshold: This parameter sets the threshold
value used for classifying the patterns as fore-
ground or background. It is typically set to 0.

* Interpolation method: This parameter sets the
method used for interpolating the intensity val-
ues of pixels. It can be set to either nearest-
neighbor interpolation or bilinear interpolation.

These parameters can be adjusted to optimize the

presentation of the LBPH algorithm for a given
application.
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For example, increasing how many cells there are
in the flat and vertical directions can improve the
precision of the algorithm but may also increase the
computational complexity.

Original Image LBP Result Reglony/Grids

Histogram of each region Concatanated Histogram

(Gridt X - Grid Y)

2001 50 | 50 11010 150 | 90 | 80
|5 ]9 |100]>] 0 1 |=] 30 |141
160 70 | 210 1101
3x3 pixels Threshold Binary Decimal

) 90 10001101 141
FIGURE 4. Detect the presence of that features
in the given image.

Once the Local Binary Pattern (LBP) features are
extracted from an image using the LBPH process
as shown in Fig. 4. LBPH process on an image.,
the following step is to construct a histogram of the
LBP patterns for each local region. Here’s how the
histogram is extracted:

1. Separate the picture into non-overlapping cells
of size (cell width = image width / grid X) x (cell
height = image height / grid Y). For sample, if the
image is 100 x 100 pixels and grids X and Y. are set
to 8, then each cell will be 12.5 x 12.5 pixels.

2. For each cell, compute the LBP feature each
pixel within the cell using the LBPH algorithm. This
results in a matrix of LBP values for the cell.

3. Construct a histogram of the LBP values for
each cell. The histogram bins represent the possible
LBP values, and the frequency of each LBP value
is counted for each cell. The resulting histogram is
a one-dimensional vector that represents the texture
features of the local region.

4. Concatenate the histograms of all cells to form
a feature vector for the entire image.

The resulting feature vector then be put to use
for various applications, such as face recognition or
object detection, by comparing it with other feature
vectors using techniques like nearest neighbor clas-
sification or support vector machines.

2023, Vol. 05, Issue 08 August

4.3. Find noises in the frame: -

Most CCTVs include this feature, which is cast-off
to detect noise in the frames; nevertheless, in this
session, we’ll look at how it works. Simply said,
noise checks and analysis of each frame are ongo-
ing processes (Flitton, Breckon, and Megherbi). The
noise was analyzed in the following frames as shown
in Fig. 5. Noise captured by the CCTV model.
The evaluation of modification between the two
images is done by merely entirely distinguishing
two frames. The edges (borders of motion) are then
determined; if no limits exist, motion does not; if
boundaries exist, motion does.

FIGURE 5. Noise captured by the CCTV model.

Every picture, as you are aware, is just a collec-
tion of integer or float values for pixels, each of
which denotes the brightness of a particular pixel.

Therefore, as the alternative is nonsensical, we are
just altering everything.

4.4. Visitors in Room Detection (IN_.OUT
Feature: -

This function is capable of detecting when someone
enters or leaves a room as shown in Fig. 6. In_Out
Feature images captured by model.

Thus, the process is as follows:

1 - It starts by looking for sounds in the frame.

2 - Then, if anything happens, it determines if it
comes from the left or the right side.

3 - As a last check, if there is motion from left
to right, it will recognize it as entering and take a
picture. or the vice-versa.

So basically, in order to determine from which
side, the motion occurred, we first detect motion,
then we draw a rectangle over the noise, and last,
we check the coordinates to see if those points are
on the left side (Zhang, Wang, and Su). If they are,
then the motion is categorized as left motion.
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FIGURE 6. In_Out Feature images captured by
model.

5. Results and Discussion

OpenCV 4.7.0.72 is used to analyses the perfor-
mance of the there-face recognition algorithm such
as SSIM and LBPH in order to detect face from the
images. Fig.7. shows the multiple face recognition
using LBPH and trainer sets process to convert .xml
to .yml file. Table 1. shows the rates of their differ-
ent methods. Table.1. infers that the Face detection
& recognition rate by the CCTV model.

N

| =« R

FIGURE 7. Training and learned images sample
of dataset.

TABLE 1. Face detection & recognition rate by
the CCTYV model.

Face Detection Recognition
Orientation Rate Rate

0° 98.9% 97.0%

18° 82.0% 78.0%

549 61.0% 60.0%

720 0.00% 0.00%

90° 0.00% 0.00%

2023, Vol. 05, Issue 08 August

6. Conclusion

In the end, we arrive to the conclusion that every-
one wants to live in a well-developed and safe soci-
ety. The benefits and drawbacks of each study that
has been published prior to this have been cov-
ered in this article. To provide greater security and
safety, a new system was created using LBPH and
SSIM (Bai et al. J. U. Kim and Ro) with the accu-
racy of 97.56%. This system is trained for differ-
ent features findings (Monitor, Identify, Noise and
In_Out Features). All the given features are useful
for Schools, Institution, Airports, etc. Smart CCTV
which are also affordable and aid in the formation of
better future research. Some future workouts on this
project, like - Creating Portable CCTV, Adding in-
built night vision capability, Deadly weapon detec-
tion, Accident detection and Fire Detection.

7. Authors’ Note

The authors declare that there is no conflict of inter-
est regarding the publication of this article. Authors
confirmed that the pa-per was free of plagiarism.
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