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Abstract
Brain tumor segmentation technology is a crucial step for the detection and
treatment of MRI brain tumors. Tumors can occur in various locations and
can be of any size or form. The use of skip connections in MRI brain tumor
segmentation approach based on U-Net architecture helps to incorporate low-
level and high-level feature information and has recently gained popularity.
By introducing an attention mechanism into the UNet architecture, the per-
formance of local feature expression and medical image segmentation can be
enhanced. In this paper, we present an innovative deep learning architecture
called Attention gate Inception UNet with Guided Decoder for brain tumor
segmentation. The backbone of the model is a popular segmentation method
called U-Net architecture. While dealing with small-scale tumors, the U-Net
network has low segmentation accuracy. Therefore several modifications are
made, which results in the integration of attention gates and inception block
together with a guided decoder. A sequence of attention gate modules are
introduced to the skip connection, that focus on a selected part of an image
while ignoring the others. The inception module used will help us to extract
further characteristics at each layer. The proposed architecture has the ability
of explicitly guiding each decoder layer’s learning process and it is supervised
by using individual loss function, allowing them to produce efficient feature
maps. The proposed model achieved a dice score of 0.9190, 0.9331, 0.8990
for whole tumor, tumor core and enhancing tumor respectively on Brain Tumor
Segmentation Challenge (BraTS) 2019 dataset of High Grade Gliomas (HGG).

1. Introduction

A brain tumor is an abnormal growth of cells in the
brain. The prevalence of malignant brain tumour
is currently high, which has a substantial impact
on society and people (Işın, Direkoglu, and Şah).
Glioma is the most prevalent malignant brain tumor
and is further classified as high-grade glioma (HGG)

and low-grade glioma (LGG). In comparison to the
LGG, the HGG grows quickly and has a huge level
of cell infiltration. Magnetic Resonance Imaging
(MRI), Computed Tomography (CT) and Positron
Emission Tomography (PET) are some of the non-
invasive technologies (Verduin et al.) used to diag-
nose, monitor, and evaluate cancers. MRI, on the
other hand, is a common brain imaging technol-
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ogy since it is an efficient technique of diagnosis
approach for the detection of soft tissue cancers.
The quantitative analysis of brain tumors can be per-
formed by using multimodal brain images to deter-
mine the maximal diameter, amount, and the volume
of brain lesions, providing the most accurate diag-
nosis and treatment approach. The tumor segmenta-
tion is the vital step for the detection and treatment
of brain cancers (Bjoern et al.). For the diagnosis
and assessment of brain tumors, radiologists pre-
fer to use magnetic resonance imaging (MRI). T1-
weighted, post-contrast T1- weighted (T1ce), T2-
weighted, and FLAIR are some of the complemen-
tary 3D MRI modalities available. T1 images are
used commonly to differentiate healthy tissues. T2
images are used to provide an underlying assess-
ment to recognise several kinds of tumor and to sep-
arate tumors from non-tumor tissues. T1-ce images
aid in distinguishing tumor boundaries from adja-
cent normal tissues. The water molecule signal is
decreased in FLAIR images, which aids in identify-
ing the edema zone from the cerebral fluid.

The BraTS 2019 aims to provide the users with
a large dataset of 3D MRI scans of both LGG and
HGG along with its related ground truth to exam-
ine the progress of deep learning models for tumor
segmentation. They are employed to train and test
the networks that have been developed for spe-
cific segmentation tasks (Bjoern et al.). Segmen-
tation techniques are primarily divided into man-
ual, semi-automatic, and fully automatic. The man-
ual segmentation of tumor using MRI data is an
intensive. For semi-automatic and fully automatic
approaches, the results of manual segmentation are
used as Ground Truth (GT). In the semi-automatic
technique, human interaction is necessary in the
form of manual correction, initialization or modi-
fication of the outcomes, resulting in an efficient
segmentation. Whereas, in the fully automatic tech-
nique, segmentation is completed without the need
for human interaction, but it does require anatom-
ical knowledge of the tumor’s size, shape, appear-
ance, and location in order to construct a model
and complete the work. Automated segmentation
will help the physicians to facilitate the diagno-
sis and surgical planning while also providing a
precise, reliable solution for future tumor analy-
sis (Menze et al.). Convolutional neural networks
(CNNs) have become more widely used in segmen-

tation process, image classification, etc. For the
BraTS challenge dataset, patch wise models account
for the majority of CNN-based solutions. These
approaches simply feed a small region of image into
the network, disregarding its content and correla-
tions between labels. Furthermore, training for these
procedures takes a lengthy period. CNN is modi-
fied in a number of ways in fully convolutional net-
works (FCN) (Naceur et al.). Rather than predicting
probability distributions patch-by-patch like CNN,
the FCN models predict pixel-by-pixel.

Based on the design of FCN, a symmetric fully
convolutional network termed U-Net is suggested,
which comprises a contracting path which helps us
to gather contextual information and an expanding
path to ensure precise location. In the field of seg-
menting brain tumors, U-Net has a great deal of suc-
cess. U-Net will consistently reduce the image’s
dimension during downsampling, resulting in the
reduction of accuracy for small-scale tumors. To
overcome this problem, the attention mechanism is
used which can improve the local feature expres-
sion (Noori, Bahri, and Mohammadi). The attention
mechanism, which is crucial to human perception,
may efficiently use the needed information while
suppressing the irrelevant information. This Atten-
tion Network can have a residual block added to it,
which efficiently adjusts in response to the deeper
layers that improves the accuracy in classification.

The proposed work presents a novel deep learn-
ing network called the Attention gate Inception
UNet with Guided Decoder, which incorporates
guided decoding and the properties of Inception
module with the attention gates. The network
design includes a guided decoder that supervises
decoder’s learning process and facilitates the pro-
duction of improved features. The prediction capa-
bilities of each decoder layer is enhanced by using
weighted guided loss and thus improves the final
output layer’s prediction accuracy (Maji, Sigedar,
and Singh). Attention Gates are incorporated into
a hybrid network design with a backbone of Incep-
tion module with UNet architecture, that empha-
sis on important regions of the images. The pro-
posed model is evaluated using BraTS 2019 dataset
of HGG. The important contributions of this paper
includes :
• The encoder path of the network is made of

inception modules which in turn improves the seg-
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mentation accuracy.
• Use of less number of filters in each layer of

encoder path and decoder path reduces the compu-
tational requirements.
• Each decoder layer is trained individually with

its loss function which results in guided decoder.
• Evaluation made on BraTS 2019 dataset (HGG)

reveals that the network gives better results as com-
pared to other existing segmentation networks.

2. Related works

In the field of medical imaging, the segmentation of
brain tumor has now become an essential element .
Because of its excellent capacity to extract high dis-
criminant characteristics automatically, deep neu-
ral networks have become popular in the field of
image processing techniques (Esteva et al.). Mean-
while, deep learning-based computer-aided MRI
brain tumor diagnosis has gained a lot of interest.
Pereira et al. (Pereira et al.) developed an auto-
mated segmentation network using a 3 X 3 convolu-
tional kernel design based on VGGNet. To create a
dual-path 2D CNN network that integrates local and
global routes, Havaei et al. (Havaei et al.) employed
various size convolutional kernels to capture distinct
contextual local features. FCN based tumor seg-
mentation architecture categorise and estimate each
pixel of entire image of brain to enhance the effi-
ciency of segmentation process. Badrinarayanan et
al. (Badrinarayanan, Kendall, and Cipolla) proposed
a SegNet architecture based on FCNs that performs
non-linear upsampling using a unique approach of
unpooling. For brain tumor segmentations, Alqaz-
zaz et al. constructed the SegNet (Alqazzaz et al.)
which uses four units of SegNet models, each of
which was evaluated on the four distinct modalities
separately. Ronneberger et al. (Ronneberger, Fis-
cher, and Brox) introduced a FCN known as U-Net,
that employed in various segmentation areas. In the
area of brain tumor segmentation, researchers intro-
duce the UNet based design. Dong et al. (Dong et
al.) used a 2D UNet based architecture with data
augmentation to improve brain tumor segmentation
performance. Yang et al. (Yang et al.) improved the
U-Net by including residual module that helps in the
extraction of more features at each layer. ResUNet
is extensively utilised as the basis model for sev-
eral Deep Learning networks because of its supe-
rior performance and efficiency in feature extrac-

tion. Kermi et al. (Kermi, Mahmoudi, and Khadir)
improved segmentation accuracy by using a slightly
modified U-Net architecture with a mixed loss func-
tion comprising a weighted cross-entropy loss and
generalised dice loss. These approaches on the other
hand send all the features that are extracted to the
decoder stage via skip connection.

The attention process, which is crucial for human
perception, may efficiently capture the relevant
information while suppressing redundant informa-
tion. The attention gate was first employed for
machine translation in the area of natural language
processing (Bahdanau, Cho, and Bengio). This
approach decreases the likelihood of false positives
that assists in directing the model’s focus to a par-
ticular task, hence improving the network perfor-
mance. Wang et al. (Wang et al.) employed a Resid-
ual Attention module to produce various attention
features from multiple networks, which adjust when
layers go deeper and boost the classification perfor-
mance. Hu et al. (Hu, Shen, and Sun) proposed a
Squeeze-and-Excitation (SE) block attention mod-
ule that concentrates on channel relation and per-
forms feature recalibration on a channel-by-channel
basis to increase feature expression. For semantic
segmentation, Fu et al. (Fu et al.) used two attention
modules that are composed of spatial and channels
attention, where the attention blocks are identical to
non-local operation. Zhou et al. (Zhou et al.) inves-
tigated a guided attention module for brain tumor
segmentation that adaptively recalibrates channel-
wise feature outputs. Zhang et al. (T. Zhang et al.)
combined numerous attention modules on Res-UNet
resulting in excellent ventricular segmentation per-
formance.

The attention gate mechanisms can improve the
local feature expression to overcome the issue of
poor segmentation accuracy in UNet model for
small scale tumors. The attention gate is com-
bined with the Residual U-Net model and imple-
mented in an AGResU-Net architecture (J. Zhang et
al.). The Attention gate with ResUNet and guided
decoder (Maji, Sigedar, and Singh) are incorporated
to outperform existing state of art models in the seg-
mentation process.

2.1. Network

The proposed architecture of Attention gate Incep-
tion UNet with Guided Decoder model is shown in
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FIGURE 1. Attention gate Inception UNet with Guided Decoder

FIGURE 1. Popular segmentation model, UNet act
as the backbone of this architecture. The network
has an expanding path and a contracting path, one of
which recovers the original resolution and the other
of which encodes the complete input image. The
encoder path helps to capture contextual and spatial
features of the images and decoder path enable the
precise localization. To access the low level features
produced by the encoder, skip connections are used
and all the information is passed through this skip
connection. In our model, inception block is used
together with an attention gate and a guided decoder.
Inception blocks are mainly added to capture more
characteristics from each layer. The depiction of
an inception module is depicted in FIGURE 2, that
includes filters of various sizes (1x1, 3x3, 5x5)
which are used to extract better features. The atten-
tion mechanism concentrates on particular part of
the image and ignores the rest. By inhibiting feature
activations in irrelevant areas of an image, the atten-
tion gates added to the model can lower the false
positives. The main highlight of the model is Guided
decoder together with the inception block which
have the ability to explicitly control each decoder
layer’s learning process. Every decoder layer’s indi-

vidual loss function aids in monitoring the learn-
ing process and producing a combined loss func-
tion. The model predicts the output at each layer
by training the various layers of decoder with its
own loss function and passing to the final layer. The
model consists of four encoder layers at contract-
ing path and four decoder layers at expanding path
as shown in FIGURE 1. The result of the first 3
decoder layers are rescaled to input size prior to get-
ting compared to GT. The network’s performance of
segmentation is enhanced by the predictions made
at each decoder layer as well as the transmission of
weighted loss from every intermediate layer towards
the final layer. The output image which is produced
at the final decoder layer is regarded as a segmented
result of the network.

Each layers of encoder path consist of an incep-
tion block and it is followed by Maxpool 2 x 2 down
sampling layer. The size of feature map is decreased
by half and feature map count is doubled as we move
towards the bottleneck layer. The model takes a 240
x 240 x 4 input and has four channels that corre-
spond to four modalities. The first inception block
of proposed model contains 128 feature maps with
size of 240 x 240, then it is passed to 2 x 2 down
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sampling layer. The inception module of second
layer consist of 256 feature maps with 120 x 120
size. The output of third inception module is of size
60 x 60 x 512. The inception block of fourth layer
comprises of 1024 feature maps with a size of 30 x
30.

FIGURE 2. Depiction of Inception mod-
ule (Szegedy et al.).

The encoder and decoder layers of the model
are connected by the bottleneck layer. The output
from last encoder layer is passed to bottleneck layer
after down-sampling operation. The reduction in
the number of filters helps to decrease the compu-
tational complexity of the model. Bottleneck layer
comprises of an inception module with 2048 fea-
ture maps with size of 15 x 15. The output from
that layer flows in two directions. One goes into
the decoder path through the convolutional trans-
pose and the second one is used as gating signal
of attention gate. In skip connections, the atten-
tion gate helps in the connection of the encoder and
its corresponding decoder layers. Dual inputs are
used by the attention gate, one from the appropriate
encoder, which includes every contextual and spa-
tial features in that specific layer, and other from
the decoder layer beneath it. After concatenation,
the output produced at the attention gate is transmit-
ted to the decoder layer.

The decoder path comprises four layers, all of
which include an inception block which is preceded
by a 2 x 2 convolutional transpose layer used for
upsampling. Attention gate output are concatenated
with the preceding decoder layer’s output. The
results are passed to the inception blocks after con-
catenation. The feature map size is doubled and
feature map count is decreased by half as we move
away from the bottleneck layer. The output of each
decoder layer undergoes upsampling to obtain a size
240 x 240, which is finally passed to the classifi-
cation layer. The feature maps are converted into

probabilities using a softmax activation. The out-
put from last decoder layer is passed to the classi-
fication layer, from where we obtain the segmented
prediction result of the network. The analysis of the
architecture is provided in the TABLE I, including
different layers and their output shape.

TABLE 1. Analysis of Architecture
Sl.No. Layer Output shape
1 Input layer 240 x 240 x 4
2 Encoder layer 1 240 x 240 x 128
3 Encoder layer 2 120 x 120 x 256
4 Encoder layer 3 60 x 60 x 512
5 Encoder layer 4 30 x 30 x 1024
6 Bottleneck layer 15 x 15 x 2048
7 Decoder layer 1 30 x 30 x 1024
8 Decoder layer 2 60 x 60 x 512
9 Decoder layer 3 120 x 120 x 256
10 Decoder layer 4 240 x 240 x 128
11 Classification

layer
240 x 240 x 4

2.2. Combined Loss function
The proposed study uses weighted cross entropy
(WCE) loss and weighted dice loss (WDL) to seg-
ment the MRI data. WDL helps to reduce the gap
existing between evaluation metric and training set
while also being immune to data imbalance. Fur-
thermore, the WCE loss (Adel, Mahmoudi, and
Khadir) has been shown to be useful for multi-task
learning and the problem of class imbalance. As a
result, we use a blend of WDL and WCE loss func-
tions to give improved model training supervision.
This combined loss function (CL) is expressed as
follows (Maji, Sigedar, and Singh) :

CL = WDL+WCE (1)

Where WDL and WCE depict the Weighted dice
loss and the Weighted cross entropy loss. The
Weighted dice loss is given in Equation 2 (Maji,
Sigedar, and Singh) as follows:

WDL = 1−DSWeighted (2)

Where weighted Dice Score (Maji, Sigedar, and
Singh) is expressed as follows:

DSWeighted =

∑
nWnDSn∑

nWn
(3)
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Here, Wn is the class n weight factor and DSn is
the class n dice score. Each class’s Dice Scores
are determined separately and are calculated as fol-
lows (Maji, Sigedar, and Singh):

DSn =
2
∑

pngn∑
pn +

∑
gn

(4)

Here, pn is the predicted output and gn is the ground
truth (GT) of class n. The term class refers to the
various tumor regions. WCE loss (Adel, Mah-
moudi, and Khadir) is used together with WDL and
is given as:

WCE = −
∑

n∈N wngnlog(pn) (5)

Where wn, gn and pn represents the weight, GT and
predicted output for class n respectively. Thus CL
funtion of both WDL and WCE is used in the train-
ing of our proposed model.

2.3. Dataset
The proposed architecture is evaluated by using the
BraTS 2019 training dataset. There are 259 HGG
scans and 76 LGG scans. HGG scans are used in the
proposed model. Each patient’s MRI scan includes
four sequences: T1, T1ce, T2, and FLAIR as shown
in FIGURE 3. Segmented images of GT are labelled
as four classes, namely background and non tumor
region (label 0), Necrosis (label 1), Edema (label 2)
and Enhancing tumor region (label 4). The dimen-
sions of the images are (240, 240, 155). The pro-
posed model uses 150 scans of HGG and 25 slices
are selected from 255 slices to decrease the mem-
ory requirements. Thus a total of 3750 images are
collected from each modality.

2.4. Implementation details
Each MRI modality of the brain tumor is with size
(240, 240, 155). The study chooses 25 slices from
each volume and identifies slices with more unique
characteristics. Then alternate slices are choosen
from that are concentrated at the center, because
the slices farther from center contain less region of
interest. As we employ the four MRI modalities
together to detect various tumor locations, the slices
from the four sequences are concatenated. The input
data is normalized using Z-score to convert all the
data with mean 0 and standard deviation as 1. To
avoid the problem of overfitting, the data augmenta-
tions such as horizontal and vertical flips, height and

width shifts, shear, zoom and rotations are applied
to our training set. Then they are randomly divided
for training, testing and for validation. The different
regions of brain tumor are detected by using four
modalities of MRI, all the slices of four modali-
ties are combined to form channels. The model is
trained by using batch size 4 and 100 epochs with
Adam optimizer of 0.0001 learning rate.

3. Results and Discussion

The proposed model is examined on 150 patients
BraTS 2019 dataset. We randomly split 2500
images for training, 750 images for testing and 500
for validation. This segmentation of brain tumor
experiment is conducted by using 4 modalities of
brain tumor. Firstly we have done the preprocess-
ing phase for resizing the actual size of the image
and for changing the resolutions. The augmenta-
tion process is performed using image data genera-
tor to improve the performance of network. After
the training process it produces a mask of given
brain tumor which indicates the range of infection.
The prediction result of randomly selected dataset
obtained after training and the corresponding ground
truth is depicted in FIGURE 4.

In the segmented output image, white color rep-
resents Enhancing Tumor (ET), dark grey repre-
sents necrosis and light grey represents edema.
The tumors are divided into three categories as :
(a) Whole Tumor (WT), that comprises necrosis,
edema, and ET (labels 1, 2, and 4), (b) Tumor Core
(TC), which contains necrosis and ET (labels 1 and
4), and (c) ET (label 4). This section comprises of
experiments conducted for evaluating the dice score
of proposed model and also includes the compara-
tive study with existing architectures.

3.1. Evaluation metrics

For the assessment of the proposed model, Dice
Score (DS) coefficient and Intersection over Union
(IoU ) metric are used. The DS was employed as
a statistical validation parameter to assess the effec-
tiveness of automated segmentation of MR images.
DS can be stated as the ratio between twice the over-
lap area of ground truth and predicted output with
the total number of pixels. The range of the DS
value is 0 to 1, with 0 representing no spatial overlap
and 1 representing perfect overlap. (Zou et al.). The
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FIGURE 3. Different modalities of MRI used : (a) Flair, (b) T1, (c) Contrast Enhanced T1 and (d) T2.

FIGURE 4. Prediction result of proposed model (a) Input Flair Sequence, (b) Segmentation output of
model, (c) Ground Truth.

DS is calculated as follows (Taha and Hanbury):

DS =
2TP

FN + FP + 2TP
(6)

Where TP , FP , FN represent true positive, false
positive and false negative prediction respectively.
IoU is stated as the ratio between the overlap area
of predicted segmentation and the ground truth to
the area of union in between them. The IoU is also
called as Jaccard index. The IoU is calculated as
follows (Zou et al.):

IoU =
TP

TP + FP + FN
(7)

Both these evaluation metrics are inter-related as
shown below and both has a narrow range of [0,1]
and is frequently near to the value of 1.

IoU =
DICE

2−DICE
(8)

In all the experiments we use DS and mean IoU as
evaluation metric for WT, TC and ET regions.

3.2. Ablation Study
Attention gate Inception UNet with Guided Decoder
model is the modification of UNet architecture

with Attention gate, inception block and guided
decoder. UNet includes skip connections, which
serve as communication channels between encoder
and decoder part. The backbone of the architecture
is the UNet design, which lacks distinct highlights
in the network, resulting in a segmented image that
is less accurate. This limitation is overcome in the
proposed model by using attention gate that focus on
features which are relevant to the task of segmenta-
tion and inception block that extract characteristics
at each layer (Latif et al.). The losses in the guided
decoder will helps to produce better features in the
model.

This model is compared with the Attention Res-
UNet with Guided Decoder (ARU-GD) with atten-
tion gate together with residual module and guided
decoder (Maji, Sigedar, and Singh). Adding the
inception blocks to UNet architecture with attention
gate and guided decoder, results in improved seg-
mentation performance than ARU-GD model. The
count of filters in every layer at encoder and decoder
path is less in the proposed model in order to reduce
the computational complexity. The count of fea-
ture maps are increasing in the order of 128, 256,
512, 1024, etc at encoder path with inception mod-
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ule followed by Maxpool 2 x 2 down sampling layer
and decreases vice versa at the decoder path. In the
residual block, only one type of filter size can be
used, while in the inception block, numerous sets
of 3 × 3 convolutions, 1 × 1 convolutions, 3 × 3
max pooling, and cascaded 3 × 3 convolutions are
used which helps to extract additional features of
each layer. (Cahall et al.). The segmented predic-
tion results of the model is shown in Fig. 5, which is
compared to ARU-GD and ground truth of randomly
selected test images.

The tumor segmentation is affected by the prob-
lem of class imbalance. Since the Dice Score (DS)
coefficient tackles this issue, it has been used as an
assessment metric in all the conducted experiments
together with the Intersection over Union (IoU). The
model has attained DS of 0.9190, 0.9331, 0.8990
and mean IoU of 0.8502, 0.8745, 0.8165 on WT, TC
and ET as shown in TABLE 2 and TABLE 3 respec-
tively.

TABLE 2. Comparison of dice score of proposed
model .

Method WT TC ET
ARU-GD
Model

0.9189 0.9305 0.8997

Attention
gate
Inception
U-Net
with
Guided
decoder

0.9190 0.9331 0.8990

TABLE 3. Comparison of Mean IoU of proposed
model
Method WT TC ET
ARU-GD
Model

0.8500 0.8700 0.8177

Attention
gate
Inception
U-Net with
Guided
decoder

0.8502 0.8745 0.8165

3.3. Comparative study
The proposed model is compared with various exist-
ing models to analyse the segmentation perfor-
mance. The comparative study of the model with
ARU-GD in terms DS and mean IoU is provided
in the Table II and Table III respectively. In this
model with inception module, the number of filters
used are less as compared to that of ARU-GD model
and also has achieved better segmentation results as
well. The model consists of less number of trainable
parameters, which aids to reduce the computational
complexity. Both the DS and Mean IoU of WT and
TC is more for the proposed model, only in case of
ET region the DS and Mean IoU of proposed model
is inferior to ARU-GD model.

TABLE 4. Comparison of dice score after chang-
ing parameters.

Method WT TC ET
ARU-GD
Model

0.9156 0.9312 0.8951

Attention
gate
Inception
U-Net with
Guided
decoder

0.9190 0.9331 0.8990

TABLE 5. Comparison of Mean IoU after chang-
ing parameters.

Method WT TC ET
ARU-GD
Model

0.8443 0.8712 0.8120

Attention
gate
Inception
U-Net
with
Guided
decoder

0.8502 0.8745 0.8165

Then the comparison is made after reducing the
filter counts at each layer of ARU-GD model and
made them same as that of our model. Both models
are trained using a batch size of 4 over 100 itera-
tions. The number of filters at encoding path of both
models are made to 32, 64, 128, 256, etc, where it
decreases vice versa at each layer of decoder path.
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FIGURE 5. Comparison of prediction results onrandomly selected test images with the ground truth.
Whitecolor, dark grey,light grey in segmented image corresponds to enhancing tumor, necrosis and-
edema respectively.

The comparison on DS and mean IoU of both model
after making the parameters same is

shown in the TABLE 4 and TABLE 5 respec-
tively. It is evident from the results that the DS
and mean IOU of WT, TC and ET region in pro-
posed model is superior as compared to the existing
model. The comparative prediction result on ran-
domly selected test images (a-f) is depicted in FIG-
URE 5. The model is capable of segmenting individ-
ual tumor region as closely as possible to the ground
truth is evident in FIGURE 5. The model segment
all the three regions using different labels.

The dice score of model is compared with exist-
ing models of Ronneberger et al. (Ronneberger, Fis-
cher, and Brox) employed with U-Net architecture,
Pereira et al. (Pereira et al.), Yang et al. (Yang et al.),
Zhou et al. (Zhou et al.), Maji et al. (Maji, Sigedar,
and Singh). From the Table VI, it is evident that,
dice score of proposed model is high while com-
pared to existing models of tumor segmentation pro-
cess including U-Net, modified CNN, etc. Among
all these 6 models, our model outperforms in all
the segmentation of three regions. The segmenta-
tion of ET and TC is more difficult, even though
all segmentation models are difficult to distinguish
between enhancing and tumor core and have less
dice score, the suggested Attention gate Inception

UNet with Guided Decoder model successfully
segmented these regions with a better segmentation
performance.

4. Conclusion
The ability to segment brain tumors has a signif-
icant impact on diagnosis, growth rate prediction

TABLE 6. Comparison of proposed model with
existing models.

Method WT TC ET
Ronneberger
et
al. (Ronneberger,
Fischer, and
Brox)

0.85 0.82 0.70

Pereira et
al. (Pereira
et al.)

0.78 0.65 0.75

Yang et
al. (Yang
et al.)

0.87 0.77 0.75

Zhou et
al. (Zhou
et al.)

0.88 0.79 0.77

Maji et
al. (Maji,
Sigedar, and
Singh)

0.91 0.87 0.80

Proposed
model

0.91 0.93 0.89

and treatment planning. The manual segmenta-
tion is often ineffective since it is time consuming
and it differs from observer to observer. In this
work, a novel deep learning network called Atten-
tion gate Inception UNet with Guided Decoder for
brain tumor segmentation is proposed. A guided
decoder and attention gates have been incorporated
into the architecture. These modifications to the
baseline network of inception module together with
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UNet architecture helps to enhance the learning
process through superior feature maps in decoder
path and allow only the relevant information at the
encoder side. The model is trained and tested using
BraTS 2019 dataset, and has achieved better dice
score as compared to existing segmentation models.
The model with inception block, Attention gate and
Guided Decoder will improve the performance and
help for the reduction of loss function. The proposed
model has obtained dice score of 0.9190, 0.9331,
0.8990 and mean IoU of 0.8502, 0.8745, 0.8165 on
WT, TC and ET respectively.

5. Future Works
In future, the tumor segmentation performance can
be extended by including other image modalities
and through further modification in the architecture,
thereby resulting in the improvement of clinically
approved automatic segmentation methods for effi-
cient diagnosis.
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