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1. Introduction

Abstract

Accurate and timely information on crop distribution is crucial for decision-
making in agriculture and ensuring global food security. Crop mapping using
remote sensing data has become an essential tool for agricultural monitoring
and management. The process of crop mapping involves the acquisition of mul-
tispectral data from satellites, pre-processing of the data and analysis to iden-
tify different crop types based on their spectral signatures. This information is
then combined with ground truth data to create accurate crop mappings that
show the location and extent of different crops within an area. In recent years,
Convolutional Neural Network (CNN) models have been used for crop mapping
using Sentinel-2 data. However, CNN models may not be effective in capturing
the spatial dependencies between features extracted from multispectral data.
To address this issue, we propose a transformer model. The proposed trans-
former model is compared with the CNN model to demonstrate its effectiveness
and accuracy for crop mapping. This study demonstrates the potential of the
Transformer model in capturing the spatial dependencies between features and
efficiently processing long sequences of data, contributing to improved agricul-
tural practices, resource management and food security.

in this paper we have particularly concentrated on

Crop mapping is a crucial task in precision agri-
culture, allowing farmers to make informed deci-
sions about crop management and maximize their
yield. (Gallo et al.) The use of satellite imagery
has revolutionized this field, enabling large-scale
and cost-effective crop monitoring. The Sentinel-2
satellite, launched by the European Space Agency
(ESA), provides multispectral imagery with 13
spectral bands at a spatial resolution of up to 10
meters, making it a valuable resource for crop map-
ping. (Z. Li, Chen, and Zhang)

To extract useful information from this imagery,
machine learning techniques have been widely used,

OPEN ACCESS

convolutional neural networks (CNNs) and trans-
former models. (Bradley et al.) CNN models are
well-suited for analysing image data, as they can
learn spatial features from the input data and classify
different types of crops. On the other hand, Trans-
former models have shown remarkable performance
in natural language processing (NLP) tasks but also
achieved success in remote sensing image classifi-
cation tasks. (Teke et al.)

In crop mapping, Transformer models can be
applied by treating the satellite imagery as a
sequence of pixels and extracting spatial rela-
tionships between these pixels using self-attention
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mechanisms. This allows the model to capture
global dependencies within the image and has
shown promising results in image classification
tasks. (Zhou, S. Li, and Shao)

Both CNN and Transformer models have their
strengths and weaknesses. CNNs are better suited
for feature extraction from image data, while Trans-
former models are more effective in capturing long-
range dependencies and patterns in sequential data.
The choice between the two models ultimately
depends on the specific application and the nature
of the data being analysed. (Feng et al.)

In summary, crop mapping using Sentinel-2
multispectral dataset can be achieved using both
CNN and Transformer models. CNN models are
well-suited for analysing image data and extract-
ing spatial features, while Transformer models can
effectively capture long-range dependencies within
sequential data, such as image pixels. The choice
between these two models ultimately depends on the
specific requirements and nature of the data being
analysed. (Nguyen, Robinson, and Galpern)

2. Materials and Methodology

In this study, a Convolutional neural network model
(CNN model) and the Transformer model were con-
structed as a classification scheme for crop mapping
which is done using multispectral sentinel-2 satel-
lite data. Pre-processing is applied on the multi-
spectral sentinel-2 image dataset which is obtained
from the satellite data. The architecture for the
CNN and Transformer models used here, is the
classification scheme for multitemporal multisen-
sor images from the satellite time series Sentinel-
2 data. (Nowakowski et al.) The use of satellite
imagery has made it possible to accurately map
crops over large areas, which is essential for effec-
tive agricultural management and planning. This
study demonstrates the potential of CNN and Trans-
former models for remote sensing applications and
provides insights for developing more advanced
models in the future, contributing to improved agri-
cultural practices, resource management, and food
security. (Saini and Ghosh)

2.1. Data Set

The dataset is composed of Sentinel-2 images. It is
a time series satellite data extracted from January 1,
2017, to December 31, 2017. The categories consid-
ered are of crop type categories which contain 328
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unique crop labels and are grouped into 23 groups.
For the Breizh Crops dataset, we selected the 9 fol-
lowing crop categories: barley, wheat, rapeseed,
corn, sunflower, orchards, nuts, permanent mead-
ows, and temporary meadows. One of the nine crop
type classes are labelled with each individual time
series sample in the dataset.

2.2. Data Set Pre-processing

Crop types are inferred from the reflectance values
of 13 spectral bands by Sentinel-2 data, collected
every 2-5 days. Every time an image is collected, the
mean over all pixels of one field parcel is calculated
and stored as reflectance values that range between
0 and 10000. This is repeated on two processing
levels named as L1C and L2A. LIC refers to all
the Sentinel 2 data of region in Top-of-Atmosphere
whereas L2A refers to the Bottom-of-Atmosphere,
cloud filtered and atmospherically corrected data.
Dataset images of the same sequence length of 45
are obtained by randomly sampling 45 observations
from all available points. Temporal interpolations
can also be performed on raw data to ensure the
same sequence length of 45 in the dataset. Alter-
natively, the temporal context of observations of
data points can be ignored to extract the statistical
features and apply t-SNE embedding (t-distributed
stochastic neighbour embedding) on statistical fea-
tures for suitable transformation.

2.3. CNN Model Architecture

Fully
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Convolution Connected
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Input Pooling o.5 Output
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\ hidden_dims = 128 jul\
Y

Feature Extraction Classification

FIGURE 1. Architecture of CNN Model (Phung
and Rhee)

The architecture of CNN model consists of feed
forward neural networks using filters and pooling.
The CNN model receives the input as images of
dimension 13 and results in output with an approx-
imate category along with its probability of predic-
tion into nine classes. Each layer in the CNN model
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detects various features in the image, many such lay-
ers are integrated to develop CNN model. A filter
also known as kernel, starts as simple features, is
applied to each input image and produces an out-
put. This output gets efficient and more detailed
after each layer of the CNN model. Through each
layer in the architecture, the filters are applied so that
features are identified that uniquely represent the
input image. The output of each convolution layer
becomes the input for the next layer in the archi-
tecture. Finally, the Fully-Connected layer in the
last part of architecture represents the input image
specifically. The outputs obtained from each layer
move forward through multiple layers and crop type
is identified. The optimal values of hyperparameters
used to implement this architecture are mentioned in
the attached Figure 1.

2.4. Transformer Model Architecture

The Transformer model captures the spatial depen-
dencies between the extracted features and which
in result generates a crop map. In the architecture
model, we use transformer model architecture, as it
has a very efficient expressive ability in the forma-
tion of sequence information to model the multitem-
poral features which are taken as input.
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FIGURE 2. Architecture of Transformer
Model (Wikipedia)

2.5. The Transformer module mechanism:

The transformer architecture is used for modelling
sequence information. In transformer architecture,
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a sequential encoding mechanism known as self-
attention mechanism is utilized. This mechanism
improves the expression ability, which is the rela-
tionship between the word sequences, that results in
the effective performance of various multiple tasks.
In addition to its efficient expression ability, self-
attention is comparatively better in parallel ability
because it inputs the entire sequence in one go,
at a time for training, which in turn improves the
training speed of a sequence model in an effec-
tive way. When using transformer architecture to
build the model for classification, it has the abil-
ity to utilize all of the available sequence infor-
mation to give label as output rather than giving
sequence. Therefore, we make use of this encoder
module for the classification task, in the transformer
architecture without other mechanisms. Two sub-
layers are present in the encoder module which are
multi-head self-attention and the position-wise fully
connected feed-forward network. Residual connec-
tions and layer normalizations are also present in
each encoder. The input to this model is of 13
dimensions and applies a transformer encoder layer
with an embedding dimension of 64 and multi-head
attention layers with 2 heads and 5 layers as men-
tioned above in Figure 2. It applies layer normaliza-
tion and ReLLU activation function.

2.6. Output Layer for Supervised Classification:

Input sequence is passed through the multilayer
transformer encoder module (also through the fea-
ture extraction layer) to get the final activation of
the encoder. Category features are then extracted by
utilizing the multilayer encoder module result which
is an output sequence. We derive the deep correla-
tion patterns of multi temporal sequence, by obtain-
ing multilayer encoder modules which are derived
from the transformer. We add feed-forward layers
followed by SoftMax layers to predict the label of
categories of crops.

3. Results and Discussion

After performing the model construction for CNN
(Convolutional Neural Networks) and Transformer
models, training is done with the respective Breizh
dataset. To understand the working of models with
the satellite time series data, a random sample is
taken from the dataset and is sent through the mod-
els to get the predicted output value. The results of
the accurate classification by model for each crop
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label, are displayed in the form of bar graphs. The
predicted output is depicted along the vertical axis
and compared with actual output class.

The graph below represents the reflectance values
over the sequence length for each crop label, where
a random sample of each crop is considered.

—i— B1 +— B2 +— B5 —+— BB

Bl10 —=— B3 B& B3A
—+— B11 B4 «— B7 —+— B9
—+— B12

FIGURE 3. Color codes
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and corn. Less common crops such as orchards and
rapeseed were classified with less accuracy. Domi-
nation in agricultural areas by corn, wheat, meadow,
barley might lead to clear distinction of phenologi-
cal changes in crop over time. Broad categories such
as orchards seemed not clearly distinguishable and
hence, low accuracy in crop classification probabil-

ity.

3.2. Transformer model performance:

Random crop samples for each crop class label is
processed through a transformer model and pre-
dicted probabilities of crop are depicted in bar
graphs below.

FIGURE 4. Graph of reflectance over sequence
length for each crop

The reflectance by 13 bands is depicted in the
graph. A sequence length of 45 is considered, which
indicates that 45 reflectance values measured at dif-
ferent wavelengths and bands are taken as input data
for each crop field. Each reflectance value corre-
sponds to a specific band wavelength and the time
series represents how the reflectance at each wave-
length changes over time.

3.1. CNN model performance:

A random id sample for each crop is taken to predict
the crop class probabilities from input reflectance
data and depicted in bar charts below.

i

FIGURE 5. Predicted probability of crop label vs
crop labels

RGIT695)  permanent meadows (6114205)  orchards (6026965)  rapeseed (6076600)

The accuracy of crop identification is fairly high
in case of extensively cultivated crops such as wheat

FIGURE 6. Predicted probability of crop label vs
crop labels by Transformer model

Phenological characteristics can be easily traced
to single specific crop types such as wheat, corn,etc
and hence they are predicted with the highest accu-
racy, around 90%. Barley and meadows are exten-
sively grown in the area and easier to distinguish.
Less frequent crop classes such as orchards and
rapeseed, are grouped into a broader range of veg-
etation types which makes them difficult to distin-
guish, resulting in low prediction accuracy.

The above table compares the percent of correct
predictions by CNN and Transformer models for
each crop label. The Transformer model shows
better results in predicting the probabilities of crop
class labels in comparison with the CNN model.
This might be due to the fact that the Transformer
model may be able to capture the spatial and tempo-
ral dependencies between different time points and
regions. Also, the Transformer model is known to
process sequential data effectively which is a key
characteristic of time-series remote sensing data for
crop mapping. Since different crops have unique
spectral signatures that require special attention, the
attention mechanism in transformers allows them to
focus on specific parts of the input sequence for
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TABLE 1. Prediction Accuracy by CNN and

Transformer for each crop

Crops Predition  Predition
Accuracy- Accuracy-
CNN Transformer

Barley 0.45 0.75

Wheat 0.95 0.98

Permanent 0.65 0.55

Meadows

Orchards 0.05 0.05

Rapeseed 0.10 0.08

Corn 0.98 1.00

Temporary 0.70 0.68

Meadows

effective crop mapping. The spectral reflectance
values of crops vary significantly across time and
field therefore transformers work better with long
range dependencies between different parts of input
sequence.

4. Conclusion

In conclusion, both Convolutional Neural Net-
work (CNN) and Transformer models have shown
promising results in crop mapping. While CNN
models have been traditionally used for image pro-
cessing tasks, Transformer models have recently
gained popularity in various natural language pro-
cessing and computer vision tasks.

In terms of accuracy, both models have shown
comparable results in crop mapping. However,
Transformer models offer a more flexible approach
in capturing long-term dependencies and encoding
spatial information through self-attention mecha-
nisms. On the other hand, CNN models excel in
learning hierarchical representations of the input
data through convolutional layers, which is useful
in capturing local features.

Overall, the choice between CNN and Trans-
former models for crop mapping ultimately depends
on the specific requirements and nature of the
dataset. Researchers and practitioners can leverage
the strengths of each model to achieve better results
in their respective applications.
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