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1. Introduction 
Artificial Intelligence (AI) is rapidly transforming 

education, ushering in the era of EdTech 4.0—a 

landscape defined by intelligent tutoring systems, 

adaptive learning platforms, and data-driven 

personalization. These innovations promise 

efficiency and scalability, but they also raise a 

critical question: Are we losing the human essence 

of education? Education is not merely about 

delivering content; it is a deeply human process 

built on empathy, ethics, creativity, and 

meaningful relationships. As AI systems become 

more autonomous, the risk of depersonalized, 

mechanistic learning experiences grows. Learners 

may be reduced to data points rather than 

recognized as individuals with unique aspirations, 

emotions, and cultural identities. This paper 

emphasizes that humanization must be the 

cornerstone of EdTech 4.0. While AI can enhance 

access and personalization, it must be guided by 

pedagogical principles that honor the learner’s 

humanity. Human-centered design, ethical AI, and 

inclusive pedagogies are not optional—they are 

essential safeguards against the erosion of 

meaningful education. Humanization fosters 
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Artificial Intelligence (AI) is redefining education through EdTech 4.0, 

introducing adaptive platforms, intelligent tutoring systems, and data-driven 

personalization. While these innovations promise efficiency and scale, they 

risk sidelining the very essence of learning—human connection, empathy, and 

ethical engagement. This paper emphasizes that humanization must be the 

guiding principle of EdTech 4.0, ensuring technology serves as an enabler of 

meaningful relationships rather than a substitute for them. Drawing on global 

policy frameworks (UNESCO, OECD, SDG 4), critical pedagogy, and 

transformative learning theory, the study proposes a layered framework that 

embeds empathy, ethics, agency, and emotional intelligence into AI-driven 

education. Through thematic analysis of scholarly literature and real-world 

case studies, the paper demonstrates that human-centered design is not 

optional—it is essential for equity, inclusion, and learner well-being. The 

findings call for a paradigm shift from technology-centered innovation to 

human-centered transformation, creating learning ecosystems that are not 

only smart but profoundly human. 
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critical thinking, social-emotional learning, and 

transformative experiences—outcomes no 

algorithm can fully replicate. It emphasizes core 

human values such as empathy, integrity, 

curiosity, respect, and emotional intelligence, 

which are vital for Generation Alpha and beyond. 

In a world where machines can teach content, it is 

the human educator who inspires purpose, nurtures 

curiosity, and builds community. The future of 

education must not be a contest between humans 

and machines but a collaboration where 

technology amplifies—not replaces—the human 

touch. This paper explores the philosophical, 

pedagogical, and technological dimensions of 

humanization in the AI era to ensure that EdTech 

4.0 remains deeply human at its core 

2. Literature Review 

The integration of Artificial Intelligence (AI) into 

education has sparked a wave of innovation, 

giving rise to EdTech 4.0—a paradigm that blends 

AI, big data, and personalized learning systems. 

Scholars such as Roll and Wylie (2016) and Ma et 

al. (2021) highlight the transformative potential of 

intelligent tutoring systems and adaptive platforms 

in improving learning outcomes. Yet, these 

advancements often prioritize efficiency and 

scalability over the humanistic dimensions of 

education, raising concerns about the erosion of 

empathy and relational depth. Humanization in 

education, rooted in Paulo Freire’s seminal work 

Pedagogy of the Oppressed (1970) and expanded 

by Biesta (2010), emphasizes learner agency, 

ethical engagement, and emotional development. 

Freire’s vision of education as a practice of 

freedom underscores the importance of dialogue, 

empathy, and critical consciousness—values 

increasingly at risk in AI-mediated environments. 

Roberts (2016) reinforces this perspective, arguing 

that humanization is not merely a pedagogical 

choice but a moral imperative. Recent research 

addresses ethical and equity concerns surrounding 

AI in education. Holmes et al. (2022) and Luckin 

(2018) advocate for inclusive design and human-

centered AI systems that respect diversity and 

promote social justice. These views align with 

transformative learning theory (Mezirow, 2018), 

which asserts that meaningful education must 

engage the whole person—cognitively, 

emotionally, and socially. The rise of Generation 

Alpha, explored by McCrindle (2023) and India 

Today Education Desk (2024), adds urgency to 

this discourse. Born into a digital-first world, these 

learners demand educational experiences that 

balance technological fluency with emotional 

intelligence and ethical reasoning. Studies by 

Soares et al. (2024) and Vorobyeva et al. (2025) 

emphasize mindfulness, empathy, and 

personalized pedagogies as essential for meeting 

these expectations. Despite the proliferation of AI 

tools, a significant gap persists in integrating 

humanization principles into EdTech design. 

Personalization algorithms may tailor content, but 

they often fail to foster relational depth, cultural 

sensitivity, and moral development. This paper 

seeks to bridge that gap by proposing a framework 

for EdTech 4.0 that is not only intelligent but also 

ethically grounded and emotionally resonant. 

 

 

Table 1 Version of EdTech: A Historical & Functional Overview 

Version Key Features Technolo-Gies Used 

EdTech 1.0 

(Pre-2000s) 

Digitization 

of content 

CD-ROMs, 

basic educational 

software 

EdTech 2.0 

(2000–2010) 

Web-based 

learning 

LMS (e.g., 

Moodle),e-learning portals 

EdTech 3.0 

(2010–2020) 

Mobile & 

cloud learning 

Apps, cloud storage, 

MOOCs 

EdTech 4.0 

(2020– 

Present) 

AI-driven 

personalization 

Generative AI, adaptive 

platforms, 

AR/VR 



Faizal C K et al                                                                                                                             2025, Vol. 07, Issue 11 November 

   

International Research Journal on Advanced Science Hub (IRJASH) 985 

 

3. Methodology 

This study adopts a qualitative research design 

grounded in interpretivist philosophy, aiming to 

explore the nuanced role of humanization within 

AI-driven educational technologies. The 

methodology is structured to capture theoretical 

perspectives, and design principles that inform the 

integration of human values into EdTech 4.0. 

3.1. Method of Analysis 

A thematic analysis approach was employed to 

examine scholarly literature, policy documents, 

and case studies related to AI in education, human-

centered design, and pedagogical ethics. This 

method allows for the identification of recurring 

patterns, values, and tensions surrounding the 

concept of humanization in technologically 

mediated learning environments. 

3.2. Data Sources 

The study draws on: (1) Peer-reviewed journal 

articles from educational technology, philosophy 

of education, and AI ethics. (2) Reports and white 

papers from organizations such as UNESCO, 

OECD, and Common-Sense Media. (3) Books and 

theoretical texts by Freire, Biesta, Mezirow, and 

contemporary scholars in human-centered AI.  (4) 

Case studies of EdTech platforms that incorporate 

or neglect humanization principles. These sources 

were selected based on relevance, credibility, and 

contribution to the discourse on ethical and 

humanistic education in the AI era. 

3.3. Analytical Framework 

The analysis was guided by the theoretical 

constructs:  Critical pedagogy was used to assess 

the degree of learner agency and ethical 

engagement.  Transformative learning theory 

informed the evaluation of emotional and 

reflective dimensions in EdTech systems.  Human-

centered AI design provided criteria for assessing 

inclusivity, empathy, and ethical alignment in 

technological tools.  Themes such as empathy, 

personalization, ethical design, learner autonomy, 

and emotional intelligence were coded and 

analyzed across the selected texts. 

4. Strong Points – Why Humanization 

Humanization in EdTech is not just a theoretical 

concept, it is a lived necessity. The call for 

humanization resonates across multiple 

dimensions: voices from field, global policy 

frameworks, generational insights, media usage 

trends, and real-world case studies. Together, 

these perspectives reveal why embedding 

empathy, ethics, and emotional intelligence into 

educational technology is critical for the future of 

learning. 

 

 
Figure 1 Details to Emphasize ‘Why 

Humanization’ In Edtech 

 

4.1. Voices from the Field 

The strongest argument for humanization comes 

from those who experience technology in 

education every day—students, teachers, and 

parents. Their concerns highlight the emotional 

and ethical gaps in AI-driven learning 

environments. A 2023 survey by the Center for 

Democracy & Technology (CDT) uncovered 

widespread unease about the use of AI and 

monitoring tools in schools. Key findings 

included: Content filtering and blocking often 

stifled creativity and learning growth.  Student 

activity monitoring led to disciplinary actions and 

even law enforcement involvement, 

disproportionately affecting marginalized learners. 

Lack of guidance on generative AI left students 

confused and vulnerable to punishment. Educators 

and parents expressed a clear desire for 

transparency, empathy, and ethical oversight in 

technology use. These insights underscore a 

critical truth: when AI systems are implemented 

without human-centered design, they risk 

alienating learners and eroding trust. 

4.2. Policy and Ethical Guidelines for 

Humanization in EdTech 

Integrating AI into education is not merely a 

technological endeavor—it is a profound ethical 

responsibility. Global frameworks such as 

UNESCO’s 2021 Recommendation on the Ethics 

of Artificial Intelligence and the OECD’s AI 

Principles emphasize the importance of human 

dignity, fairness, and transparency in digital 

learning environments. These guidelines advocate 
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for AI systems that empower learners, promote 

inclusion, and respect emotional well-being. The 

United Nations’ Sustainable Development Goal 4 

(SDG 4) further reinforces this vision by calling 

for digital equity, lifelong learning, and culturally 

responsive content, ensuring that AI-driven 

education nurtures global citizenship rather than 

reducing learners to algorithmic profiles. Scholars 

like Holmes et al. (2022) argue that ethical 

intentions must be matched by ethical design and 

implementation. Their framework highlights the 

need for multidisciplinary collaboration and 

learner-centered approaches to mitigate bias and 

unintended consequences. Together, these global 

standards and academic insights establish 

humanization not just as a pedagogical ideal but as 

a policy imperative. As AI becomes deeply 

embedded in educational ecosystems, these ethical 

foundations must guide its development to ensure 

that EdTech 4.0 remains inclusive, emotionally 

intelligent, and profoundly human. 

4.3. Generational Insights: Why 

Humanization Matters for Generation 

Alpha 

Generation Alpha—born between 2010 and 

2024—is the first generation to grow up fully 

immersed in a digital world. From their earliest 

years, they have had instant access to information, 

hyper-personalized content, and AI-powered tools. 

Yet, despite this technological abundance, 

research by McCrindle reveals a striking truth: 

these learners still crave authentic human 

connection, emotional support, and purpose-

driven learning. A collaborative study by 

McCrindle and Zigazoo shows that Generation 

Alpha prefers interactive, visually rich, and 

emotionally engaging content. They value 

creativity, collaboration, and real-world relevance, 

and they expect technology to be intuitive, 

inclusive, and empowering. These preferences 

highlight a critical need for EdTech systems to go 

beyond automation and analytics. To truly serve 

this generation, educational technology must 

foster empathy, learner agency, and ethical 

awareness—the hallmarks of humanized 

education. 

4.4. Media Usage and Emotional Well-Being 

The digital habits of today’s learners are evolving 

at an unprecedented pace. According to the 2022 

Common Sense Census, media use among tweens 

has grown more in the last two years than in the 

previous four combined. This surge reflects a 

world where screens dominate daily life—but it 

also raises important questions about emotional 

well-being.  Key findings reveal that online video 

has become the most-used media format among 8–

18-year-olds. Social media use among tweens 

(ages 8–12) climbed to 38%, despite age 

restrictions. Interestingly, teens report mixed 

feelings about social media: only 34% say they 

enjoy it “a lot,” compared to 62% who prefer 

watching online videos. These trends tell a 

compelling story—while digital engagement is 

high, emotional satisfaction is far from guaranteed. 

Learners are increasingly exposed to content that 

lacks emotional depth, cultural relevance, and 

ethical grounding. This reality underscores the 

urgent need for humanized digital environments—

spaces that prioritize mental well-being, identity 

development, and authentic connection over mere 

consumption. 

4.5. Scholarly Quotes 

Leading voices in educational technology and AI 

ethics strongly advocate for a human-centered 

approach. Neil Selwyn, a well-known critic of 

uncritical EdTech adoption, reminds us that 

technology should not be judged solely by its 

capabilities but by its ethical responsibilities. He 

warns that EdTech often fails to deliver on its 

promises—such as improving learning outcomes 

or reducing teacher workload—and instead 

introduces unintended consequences. Selwyn calls 

for a socially aware, people-centered approach to 

digital transformation, where technology serves 

learners rather than dictates their experience. 

Similarly, Rose Luckin, a pioneer in human-

centered AI, emphasizes the importance of 

understanding human intelligence to effectively 

integrate AI into education. She argues that AI is 

not just a tool but a new way of thinking that must 

be aligned with sound pedagogical principles. 

Alongside other thought leaders, Luckin reinforces 

a powerful idea: the true value of AI lies not in 

replacing human capabilities but in highlighting 

what makes us uniquely human. These insights 

collectively underscore why humanization is 

essential in AI-driven education. 

4.6. Case Studies and Real-World Examples 

of Humanization in EdTech 

Successful implementations of human-centered 

design in EdTech demonstrate the transformative 

potential of empathy, cultural relevance, and 
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inclusive technology. At Zayed University, the 

concept of EdTech Culturation was introduced to 

describe the adaptation of digital tools to the 

sociocultural context of learners. By integrating 

culturally relevant pedagogy (CRP), educators 

were able to foster emotional engagement, 

interpersonal dialogue, and inclusivity—

hallmarks of humanized learning. Similarly, 

platforms like Khan Academy, DreamBox, Meem 

Academia and Microsoft Immersive Reader 

exemplify how human-centered design (HCD) can 

enhance learner experience. These tools prioritize 

accessibility and personalization: DreamBox uses 

adaptive learning to meet individual needs, while 

Immersive Reader supports diverse learners 

through features like text-to-speech and 

translation. These examples affirm that empathetic 

design not only improves engagement and 

motivation but also nurtures meaningful 

educational relationships. Conversely, the absence 

of humanization in EdTech has led to notable 

failures. EduLearn, despite its advanced 

algorithms, failed due to a lack of curriculum 

relevance and emotional resonance, resulting in 

poor adoption. inBloom, a $100 million initiative 

aimed at centralizing student data, collapsed 

within a year amid privacy concerns and mistrust 

from educators and parents. VirtualClass, though 

innovative in its use of VR, struggled to connect 

emotionally with users and failed to monetize its 

services. These cases highlight a recurring pattern: 

platforms that neglect human-centered values—

such as empathy, ethical transparency, and cultural 

sensitivity—often face disengagement and failure. 

Humanization, therefore, is not a luxury but a 

strategic and ethical necessity. 

5. Algorithmic and Design Artifacts 

To translate the concept of humanization into 

actionable design, this section presents a practical 

Humanization Algorithm, along with design 

principles, an ethical audit template, and a learner 

empathy map. These artifacts serve as tools for 

developers, instructional designers, and 

policymakers to ensure that EdTech systems 

remain emotionally intelligent, ethically sound, 

and learner-centered. 

5.1. Humanization Algorithm (Conceptual 

Workflow) 

 Step 1: Define Human-Centered 

Learning Goals → Empathy, agency → 

Empathy, agency, ethical reasoning, 

emotional engagement 

 Step 2: Profile Learners Holistically → 

Include emotional states, cultural 

background, learning preferences 

 Step 3: Design Personalized and 

Reflective Learning Paths → Use 

adaptive content + reflective prompts + 

peer collaboration 

 

Table 2 Design principles checklist 

Principle Implementation Tip 

Empathy by Design Use affective computing and emotional feedback mechanisms 

Cultural Responsiveness Localize content and interface for diverse learner contexts 

Ethical Transparency 
Make AI decisions 

explainable and auditable 

Learner Autonomy 
Allow goal-setting, choice, 

and self-reflection 

Teacher Presence 
Embed synchronous/ 

asynchronous human interaction 

Accessibility & Inclusion 
Design for neurodiverse and 

differently-abled learners 

Emotional Engagement Use storytelling, gamification, and social learning 
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 Step 4: Embed Ethical AI Principles → 

Fairness, transparency, explainability, bias 

mitigation 

 Step 5: Integrate Emotional and Social 

Engagement Features → Affective 

computing, teacher presence, community 

interaction 

 Step 6: Evaluate Humanization Metrics → 

Learner satisfaction, emotional 

engagement, ethical alignment 

 Step 7: Iterate with Stakeholder Feedback 

→ Co-design with learners, educators, and 

ethicists 

 

 

Table 3 Ethical audit template for EdTech 

AuditDimension Key Questions 

Fairness Does the system treat all learners equitably? 

Transparency 
Are AI decisions and data usage clearly 

explained to users? 

Privacy Is learner data protected and used ethically? 

Emotional Safety 
Does the platform support emotional well-

being and avoid harm? 

Cultural Sensitivity 
Is the content inclusive and respectful of 

diverse identities? 

Human Oversight 
Is there a mechanism for human intervention 

and feedback? 

Table 4 Learner Empathy Map 

Quadrant Guiding Questions 

Think & Feel 
What are the learner’s hopes, fears, and 

motivations? 

See 
What does the learner observe in their 

environment? 

Hear 
What messages do they receive from peers, 

teachers, and media? 

Say & Do 
How do they express themselves and interact with 

the system? 

Pain Points 
What frustrates or disengages them in the 

learning experience? 

Gains 
What outcomes make them feel empowered and 

fulfilled? 

6. Proposed Framework 

This framework integrates critical pedagogy, 

transformative learning theory, and human-

centered AI design to place human values at the 

core of EdTech 4.0. At its heart lies the central core 

of Humanization, emphasizing that technology 

should serve human well-being. This core includes 

Empathy, Ethics, Agency, and Emotional 

Intelligence—each vital for nurturing meaningful 

learning experiences. Surrounding this core are 

four foundational pillars: Pedagogical 

Foundations, which promote critical thinking and 

transformative learning; Technological Enablers, 

which include Human-Centered AI, Affective 

Computing, and Ethical Algorithms; Learner-

Centric Design, which ensures personalization, 

cultural responsiveness, and reflective feedback; 

and Societal Values, which uphold equity, 

inclusion, and well-being. Encapsulating the entire 

framework is the EdTech 4.0 Ecosystem, 

comprising intelligent tutoring systems, adaptive 

learning platforms, data-driven insights, and 

immersive technologies like VR/AR and digital 

twins. Together, these components form a layered 
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architecture that ensures educational technologies 

remain ethically grounded, emotionally intelligent, 

and learner-centred. 

 

 
Figure 2 Humanization-Centred EdTech 4.0 

Framework 

 

7. Results and Discussion 

The analysis brings to light a set of recurring 

challenges in current EdTech systems—chief 

among them being the lack of personalization, 

ethical ambiguity, and insufficient validation of 

learner experiences. These gaps are not just 

technical oversights; they reflect a deeper 

disconnect between technological advancement 

and human-centered educational values. The 

framework proposed in this study seeks to bridge 

this divide by embedding principles of empathy, 

ethics, and learner agency into the design of AI-

powered education. What emerges from the 

findings is a clear and urgent message: EdTech 4.0 

must evolve—not just technologically, but 

philosophically. While AI excels in 

personalization, scalability, and data analytics, it 

often falls short in nurturing emotional 

intelligence, ethical reasoning, and relational 

depth. The literature consistently reveals a tension 

between the drive for efficiency and the need for 

empathy—raising concerns about learners being 

reduced to mere data points. Drawing from the 

philosophies of Paulo Freire and Jack Mezirow, 

humanization is reframed not as a nostalgic return 

to traditional methods, but as a forward-looking 

imperative. It is a call to design AI systems with 

intentionality—systems that incorporate affective 

computing, culturally responsive content, and 

ethical decision-making protocols. Without these 

safeguards, EdTech risks becoming a tool of 

dehumanization, perpetuating bias, 

disengagement, and emotional detachment. This 

challenge is especially pronounced with 

Generation Alpha—digital natives who, despite 

their technological fluency, seek authentic 

connection, emotional support, and purpose-

driven learning. For these learners, humanized 

EdTech must go beyond content delivery. It must 

foster relationships, reflection, and resilience—

qualities that define meaningful education. 

Ultimately, the discussion points to a paradigm 

shift: from innovation that centers on technology 

to transformation that centers on humanity. This 

shift cannot be achieved in isolation. It demands 

collaboration—among educators, technologists, 

ethicists, and learners themselves—to co-create 

systems that are not only intelligent but also 

compassionate, inclusive, and deeply human. 

Conclusion  

At the heart of EdTech 4.0 lies a powerful 

opportunity—and a profound responsibility. As 

artificial intelligence becomes increasingly 

embedded in education, we must ensure that its 

integration is guided not just by innovation, but by 

human values. This study affirms that 

humanization must be the foundation of AI in 

education—not as an afterthought, but as a guiding 

principle. By embracing hybrid frameworks that 

prioritize ethics, personalization, and evidence-

based design, educators and technologists can 

build learning environments that are not only 

intelligent but also inclusive, empathetic, and 

emotionally engaging. These environments must 

reflect the diversity of learners and honor their 

emotional, cultural, and cognitive needs. In this 

rapidly evolving landscape, AI offers remarkable 

possibilities—but it also raises critical ethical 

questions. This paper has emphasized that 

humanization is not a counterweight to AI—it is 

its essential complement. Grounded in the 

philosophies of critical pedagogy, transformative 

learning, and human-centered AI, the research 

highlights the importance of designing systems 

that foster empathy, agency, and ethical 

engagement. Education must remain a space for 

growth, connection, and transformation. As we 

prepare learners for an AI-driven future, we must 

also prepare AI to serve learners as whole human 

beings—not just as users of technology, but as 
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individuals with dreams, emotions, and unique 

identities.  The future of EdTech is not simply 

about building smarter machines. It is about 

creating wiser, more compassionate learning 

ecosystems—spaces where technology amplifies 

the human touch rather than replacing it.  
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