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Abstract
This paper presents a three-stage approach to analyzing Common Vulnerabili-
ties and Exposures (CVE) vulnerability datasets using machine learning tech-
niques. In the first stage, K-Means clustering, and Linear discriminant analysis
(LDA) topic modeling are applied to identify distinct clusters and topics within
the dataset. The Elbow method is used to determine the optimal number of
clusters for K-Means, while Grid Search is used to find the best topic model
for LDA. After labeling 100 random samples from each cluster, the data is split
into training and testing sets for use in various classification algorithms in the
third stage. The paper contributes to the field by proposing a novel approach
to analyzing CVE vulnerability datasets that combines clustering and classi-
fication techniques. The use of K-Means clustering and LDA topic modeling
allows for the identification of distinct clusters and topics within the dataset,
which can be used to improve the accuracy of classification algorithms. The
study highlights the importance of using pre-trained word embeddings and dis-
cusses the limitations of the proposed approach. Overall, the paper provides
valuable insights into the analysis of CVE vulnerability datasets and offers a
framework for future research in this area.

1. Introduction

A computer security vulnerability (Han et al.) can
result in a problem with the system’s dependability
and privacy. It can also be a fault, flaw, or weakness
that a hostile party can take advantage of. A zero-
day vulnerability is a weakness in computer secu-
rity that is not widely known and is only known to
specific individuals. Upon disclosure of a vulnera-
bility, it’s conceivable that software updates are not
yet available. It may take a while before a vendor
publishes a patch or security fix once a vulnerabil-
ity is made public. To damage the target system,
attackers focus on certain vulnerabilities (Alhazmi,

Woo, and Malaiya). According to the National
Vulnerability Database (NVD), the US database has
over 162946 vulnerabilities. Given the abundance
of vulnerabilities, the trend towards growth is obvi-
ous. The security of information systems is greatly
improved by the exchange of this defect knowledge.
Yet, because of the huge new growth in vulnerabili-
ties, it is currently very difficult to conduct an accu-
rate and efficient evaluation of the danger level of
security vulnerabilities in the network (Spanos and
Angelis). About NVD and other open-source leak
libraries for network security personnel by upgrad-
ing the leak library and providing a current overview
of networking threat data, experts may spot security
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problems quickly (Jang-Jaccard and Nepal).
With the vast and growing population of vulner-

abilities, it is essential to convert such a tremendous
volume of data into actionable information. The
development of vulnerabilities must be understood
to improve system security. For this, analysis of the
existing environment and emerging trends is neces-
sary. To better understand how to avoid and lessen
the effect of assaults, a range of security profession-
als may considerably benefit from being informed
of current security vulnerability trends (Dayalan).
Yet, a threat assessment that corresponds to the most
recent vulnerability data is usually missing, which
affects how effective security personnel are. Hence
it seems sense to prioritize technicians based on vul-
nerability predictions. Presently, a wide range of
vulnerabilities are being identified, and a diverse
range of solutions are being created to address these
problems. The Common Vulnerability Scoring Sys-
tem (CVSS) is used by NVD to analyse the threat’s
security level, and the severity of the vulnerability
is qualitatively rated based on the score (Ayoade et
al.).

Analysing CVE vulnerability datasets through
clustering is important for several reasons. Firstly,
it helps to identify different clusters or groups of
vulnerabilities based on their characteristics, such
as the types of attacks they enable or the affected
software or hardware systems. This can provide a
more nuanced understanding of the vulnerabilities
and their potential impact. Secondly, clustering can
be used to identify trends and patterns in vulnera-
bility data, such as the frequency of certain types of
attacks or the distribution of vulnerabilities across
different systems or software. This can help secu-
rity professionals to prioritize their efforts and focus
on the most critical vulnerabilities. Thirdly, cluster-
ing can be used to assist in the classification of new
vulnerabilities, based on their similarity to existing
clusters. This can help to automate the process of
vulnerability classification and reduce the workload
of security analysts.

Topic modelling techniques can be used to iden-
tify patterns and themes within CVE vulnerability
data, which can provide insights into different types
of attacks. By applying techniques such as LDA
to the vulnerability dataset, we can identify topics
that are represented in the data and assign individual
documents to these topics (Neuhaus and Zimmer-

mann). This allows us to gain a better understand-
ing of the common themes and patterns in the data
and identify different types of attacks based on their
characteristics. For example, LDA may identify a
topic that is characterized by terms such as ”SQL
injection”, ”cross-site scripting”, and ”buffer over-
flow”. By analysing the documents assigned to this
topic, we can infer that these terms are associated
with a specific type of attack. Similarly, LDA may
identify another topic characterized by terms such as
”malware”, ”virus”, and ”trojan”. By analysing the
documents assigned to this topic, we can infer that
these terms are associated with a different type of
attack.

The potential improvement for future research
by incorporating word embedding techniques to
enhance the performance of classification algo-
rithms on CVE datasets. Word embedding tech-
niques involve representing words as vectors in a
high-dimensional space, allowing for more nuanced
semantic relationships to be captured. By incorpo-
rating word embedding techniques into the analy-
sis of CVE (Kenta et al.) vulnerability datasets, it
may be possible to improve the accuracy and gran-
ularity of classification algorithms, ultimately lead-
ing to better identification and mitigation of security
vulnerabilities. This could have significant practi-
cal implications for organizations (S..Nmez, Han-
kin, and Malacaria) seeking to improve their overall
cybersecurity posture. The novelty of the research
work is by using clustering and topic modelling
techniques, the paper offers a unique methodology
for obtaining insights into the characteristics of dif-
ferent attacks. Additionally, the manual labelling
of cluster samples to identify 22 different types of
attacks represents a significant contribution to the
field of cybersecurity. This labelling process pro-
vides a more nuanced understanding of the types of
attacks that organizations may face, enabling them
to tailor their vulnerability management strategies
accordingly.

The research contributions of the paper are as fol-
lows:
• A methodology for analysing vulnerability

datasets using clustering and topic modelling tech-
niques to obtain insights into different types of
attacks.
• The identification of 22 different types of

attacks from a vulnerability dataset using manual
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labelling of cluster samples.
• Evaluation of different classification algorithms

on the labelled dataset to determine the most effec-
tive one for classifying vulnerability reports accord-
ing to their attack type.
• Potential for future improvement by incorporat-

ing word embedding techniques to enhance the per-
formance of the classification algorithms.

The paper is structured into six sections. Sec-
tion 2 presents a literature review of the related work
on vulnerability analysis and clustering techniques.
In section 3, the background of the CVE vulner-
ability datasets is discussed. Section 4 describes
the implementation, which includes using K-Means
clustering and LDA topic modelling to analyse the
dataset. Section 5 presents the results and discussion
of the classification algorithms used in the work.
Finally, in section 6, the conclusion and future scope
of the study are discussed, including the potential
for improvement by incorporating word embedding
techniques to enhance the performance of the clas-
sification algorithms on CVE datasets.

2. Literature Review

The research evaluates the quality of datasets,
classification models, vectorization techniques, and
function/variable name replacement to compare the
performance of traditional machine learning-based
vulnerability detection methods with deep learning-
based detection techniques. In order to shed light
on the experimental findings, the authors com-
pile three vulnerability code datasets from NVD
and Software Assurance Reference Dataset (SARD)
and extract features of vulnerability code datasets.
The research shows that deep learning models,
especially BLSTM, can outperform classical ML
algorithms, and that CountVectorizer can greatly
enhance the performance of classical ML algo-
rithms. The paper concludes that the random for-
est algorithm generates features such as system-
related functions, syntax keywords, and user-defined
names, and that these features vary depending on the
vulnerability type and the source of the code. The
study concludes that vulnerability detection perfor-
mance can suffer in datasets that use user-defined
variable and function name replacement, and that
it improves with a higher percentage of code from
SARD (Zheng et al.).

The author suggested text mining methods based

on the text description of CVE from the NVD to
extract the key characteristics, use principal com-
ponent analysis to gather sparsity characteristics,
and XGBoost to intelligently predict the severity
of security flaws. The author then compared the
results with those of other ML methods based on
other features extracted (Wang et al.). In another
research for vulnerability text categorization evalua-
tion, the author proposed a variety of deep-learning
strategies to decrease the workload of specialists and
the false negative rate of the conventional method.
The recommended method draws attention to the
widespread Cross-Site Scripting (XSS) vulnerabil-
ity. Three separate deep neural network types (CNN,
LSTM, TextRCNN) and one type of traditional
machine learning technique are used to assess and
categorize textual input (Liu et al.).

This study presents a dynamic vulnerability threat
assessment approach, based on publicly available
data, to predict the likelihood to be exploited for
each vulnerability in order to prevent future cyberat-
tacks (i.e., CVE). Variables related to vulnerability
from various sources are taken into account by the
model. Some of the parts include a brief introduc-
tion to the contributors and some context on Twitter
discussions of these flaws. Prediction accuracy was
found to improve when the recommended method
was used to foresee the use of vulnerabilities in real-
world data (Huang and Wu).

The author suggests a method for computing
CVSS ratings that is objective even without subjec-
tive experience. Although Support Vector Machine
(SVM) and Random-Forest are the most widely
used and trustworthy prediction techniques, this
study’s findings indicate that using fuzzy sys-
tems may result in even better results (Khazaei,
Ghasemzadeh, and Derhami). For the combined
forecasting of several security vulnerability entity
instances on the security vulnerability characteri-
zations, the author proposes a multi-task ML tech-
nique. Due to the use of neural network models
that can learn to extract features from training data,
the method is presented in the publication and does
not need balanced data (Gong et al.). The author
demonstrates how to use a large variety of different
vulnerability repair techniques by developing sev-
eral vulnerability repair methods and compares how
each one functions in terms of balancing cover and
efficacy (Jacobs et al.).
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Another research provides a dataset of 1813
CVEs that have been associated with all relevant
MITRE ATT&CK methods and suggests models for
automatically connecting a CVE to one or more
techniques based on the text description provided by
the CVE information. We provide a strong base-
line that accounts for both conventional machine
learning models and cutting-edge pre-trained BERT-
based language models, and we use data augmenta-
tion strategies based on the TextAttack framework
to combat the very uneven training set. With the top
model attaining an F1-score of 47.84%, our findings
are positive. Also, we perform qualitative research
to emphasise the limitations and apparent differ-
ences in CVE definitions using Qualitative explana-
tions (Grigorescu et al.).

For vulnerability analysis, researchers present
VE-Extractor, a technique for automatically extract-
ing vulnerability event triggers and event parameters
from textual descriptions in vulnerability reports.
This approach was previously suggested in another
research. The authors developed a new labelling
system called BIOFR to provide a baseline for vul-
nerability data from an event viewpoint. Lastly,
we use the BERT Q&A paradigm to formulate a
question template dependent on the event trigger to
mechanically extract the characteristics of the vul-
nerability event (Wei et al.).

In a separate study, the authors CWE and classifi-
cation might be confused with common vulnerabil-
ities and exposures, even though they are not nec-
essarily related. Here, researchers offer a methodol-
ogy for discovering antidictionary connections. Sev-
eral patterns, including term frequency-inverse doc-
ument frequency, universal sentence encoder, and
sentence similarity, are evaluated empirically using
the proposed method. BERT (Kanakogi et al.).

Using the hierarchical structure of CWE-
IDs and knowledge distillation, the authors of
another research offered a unique approach to the
extremely imbalanced software vulnerability clas-
sification (SVC) issue. To organise CWE-IDs
more easily with similar characteristics, researchers
break down the overall distribution into simpler
sub-distributions using CWE abstract categories
(categorizations that group comparable CWE-IDs).
TextCNN instructors are trained on all of the
abridged distributions but excel solely within their
own specialty. In order to generalise the effective-

ness of TextCNN teachers, researchers use a hier-
archical knowledge distillation strategy and create a
transformer student model. Many long-tailed learn-
ing and source code transformer models have been
presented for the field of vision (Fu et al.).

3. CVE Dataset
The CVE dataset is a public repository of cyber-

security vulnerabilities that have been identified and
reported. The CVE database was created in 1999
to provide a standardized method for tracking vul-
nerabilities in software systems. The dataset is
maintained by the MITRE Corporation and is freely
available for anyone to use. Each vulnerability
in the CVE dataset is assigned a unique identifier
and includes information about the software sys-
tem affected, the severity of the vulnerability, and
any available patches or workarounds. The CVE
dataset is used by security researchers, software ven-
dors, and government agencies to identify and mit-
igate vulnerabilities in software systems. The CVE
dataset is constantly evolving, with new vulnerabil-
ities being added on a regular basis. As of 2021,
the CVE dataset contains over 150,000 entries, cov-
ering a wide range of software systems and vul-
nerabilities. The dataset includes vulnerabilities
in operating systems, web applications, network
infrastructure, and other software systems. CVE
vulnerabilities are typically discovered by security
researchers, who report them to software vendors or
other responsible parties. Once a vulnerability has
been confirmed, it is added to the CVE database,
along with any available information about the vul-
nerability.

The CVE dataset is an important resource for
software security professionals, as it allows them to
stay up to date on the latest vulnerabilities and take
steps to mitigate them. However, the size and com-
plexity of the dataset can make it difficult to anal-
yse and extract meaningful insights. Researchers
have used a variety of techniques, including machine
learning and natural language processing, to analyse
the CVE dataset and identify patterns and trends in
vulnerability data.

4. Proposed workflow
The proposed workflow consists of three stages
which is represented in the Figure 1.

Stage 1 - Analyzing Data:
The first contribution of this project is the use
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FIGURE 1. Proposed workflow

of K-Means clustering and LDA topic modeling
techniques to analyze a large dataset of vulnera-
bility documents. The Elbow method was used to
determine the optimal number of clusters, and Grid
Search was used to find the best number of topics
for the LDA model.

Stage 2 - Labeling:
The second contribution of this project is the man-

ual labeling of 100 random samples from each clus-
ter to identify 22 different classes of attacks. This
labeled dataset was then used for training and testing
various classification algorithms in the next stage.

Stage 3 - Classification:
The third contribution of this project is the eval-

uation of different classification algorithms on the
labeled dataset, including Random Forest, Support
Vector Machines, and Logistic Regression. The per-
formance of these algorithms was measured using
precision, recall, and F1- score metrics.

4.1. Stage 1
The goal was to extract meaningful information
from the large dataset and identify distinct clusters
and topics within the data.

The following steps were performed in Stage 1:
• Load the vulnerability dataset and obtain the

text descriptions of vulnerabilities.
• Perform clustering on the data using the K-

Means algorithm. Using the Elbow technique, we
found the value of k at which distortion begins to
decrease linearly, and that is the number of clusters
we utilized to get our final output.
• Find topics within the data using Latent Dirich-

let Allocation (LDA) algorithm. Grid Search was
used to find the best number of topics and learning
decay rate.
• Export the clustered and topics datasets and

manually label random documents to use in the next
stage of classification.

In stage 1, the vulnerability dataset containing
172,287 documents was analyzed. K-Means clus-
tering was performed to segment the dataset into dif-
ferent clusters. The Elbow method which is shown
in figure 2 was used to determine the optimal num-

ber of clusters, and it was found that the best value
for k was 14. The LDA algorithm was then used to
identify topics within the dataset, and Grid Search
was used to find the best number of topics, which
was found to be 25 with a learning decay of 0.5.
The entire process of finding the optimal k using K-
Means and the optimal number of topics using LDA
which is shown in Figure 3. The resulting clustered
and topic datasets were exported and 100 random
samples from each cluster were manually labelled
for use in the following stages.

4.2. Stage 2
In stage 2, we manually labelled 100 random sam-
ples from each cluster to try different classifi-
cation algorithms in the following stage We found
22 different classes (types of attacks) from the vul-
nerability documents after labeling the cluster sam-
ples. Figure 4 and 5 show the cluster samples
of CVE label and label ID in the labelled dataset.
Although LDA, the clustered data produced by K-
Means clusters seemed more segmented, and after
manual labeling and gained more confidence in the
dataset with 22 target classes. Figure 6 shows the
distribution of 22 classes in the labelled dataset.
This labeled dataset was then used as the train-
ing and test data for the classification algorithms in
Stage 3.

FIGURE 2. Elbow method

4.3. Stage 3
In Stage 3, the labeled dataset, from Stage 2 is
loaded, preprocessed, and split into training and test-
ing sets. Various classification algorithms with dif-
ferent parameters are then used to determine which
one performs the best. The vulnerability dataset
includes 22 distinct assaults, and the purpose is to
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FIGURE 3. LDA approach for the optimal number of topics

FIGURE 4. Cluster samples CVE dataset
labelled

categorize them. Precision, recall, F1 score, and
accuracy are used to compare the effectiveness of
these algorithms. The best method is chosen after
thorough testing, and the complete dataset is used to
train the final model. After completing the model,
its efficacy is verified by gauging its performance
against test data.

5. Results and Discussion
The results of the classification stage show

that several classification algorithms were evalu-
ated on the labelled dataset, which was obtained
after manual labelling of random samples from each
cluster which is shown in Table 1. The perfor-
mance of each algorithm was evaluated using accu-
racy, which is the proportion of correctly classified
instances out of the total instances. The Linear SVM
algorithm performed the best with an accuracy of
0.8562, followed by Random Forest with an accu-
racy of 0.8516 and the Decision Tree with an accu-
racy of 0.8187. The worst-performing algorithm
was Bernoulli Naive Bayes with an accuracy of only
0.4781. The Multinomial Naive Bayes algorithm
also performed relatively poorly with an accuracy of
0.6937, which could be because it assumes indepen-
dence among features, which may not hold true for
the dataset. The Gaussian Naive Bayes algorithm
performed worse than the Multinomial Naive Bayes

with an accuracy of only 0.5500. The KNN algo-
rithm had an accuracy of 0.7828, which is lower than
the top-performing algorithms but still performs rea-
sonably well. The Multilayer Perceptron algorithm
had an accuracy of 0.8265, which is higher than
KNN but lower than the top-performing algorithms.
Overall, the results suggest that the Linear SVM
algorithm is the most suitable for classifying the vul-
nerability dataset. The Random Forest and Decision
Tree algorithms also performed well and could be
alternative options. However, the performance of
each algorithm may depend on the specific charac-
teristics of the dataset and the problem being solved.
Therefore, further experimentation and evaluation
may be required to determine the best algorithm for
the task.

Figure 7 shows the confusion matrix of the pre-
dictive model. As per the results in Figure 8, some
classes have high precision, recall, and f1-score,
indicating good classification accuracy, while oth-
ers have poor performance. For example, classes 2,
3, 5, 11, and 21 have high precision, recall, and f1-
score, which suggests that the model is able to accu-
rately classify documents in these classes. On the
other hand, classes 12, 15, 18, 20, and 19 have poor
performance, indicating that the model struggles to
accurately classify documents in these classes.

Figure 9 shows the comparison of the training
and validation accuracy achieved by the model using
the two types of word embeddings. The learned
word embeddings resulted in high training accuracy,
which indicates that the model was able to learn and
memorize the patterns in the training data. How-
ever, the validation accuracy was low, which sug-
gests that the model was not able to generalize well
to new data. This is a common problem with overfit-
ting, where the model performs well on the training
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FIGURE 5. Cluster samples CVE dataset labelled with Label ID

FIGURE 6. Distribution of 22 classes in the
labelled dataset

FIGURE 7. Confusion Matrix

data but fails to perform well on new, unseen data.
On the other hand, the pre-trained word embed-

dings resulted in better validation accuracy, which
indicates that the model was able to generalize bet-
ter to new data. However, the pre-trained word
embeddings did not perform better than state-of-the-
art approaches in terms of accuracy. This suggests
that while the pre-trained word embeddings can help
improve the generalization ability of the model, they
are not enough to achieve state-of-the-art perfor-
mance on their own.

FIGURE 8. Comparison of precision, recall and
f1 score
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TABLE 1. Classification Performance
ApproachSVM Linear

SVM
KNN Random

Forest
Multilayer
Percep-

tron

Multinomial
Naive
Bayes

Gaussian
Naive
Bayes

Bernoulli
Naive
Bayes

Decision
Tree

Accuracy 0.8047 0.8562 0.7828 0.8516 0.8265 0.6937 0.5500 0.4781 0.8187

FIGURE 9. Comparison of the training and val-
idation accuracy

FIGURE 10. Comparison of the training and val-
idation accuracy

6. Conclusion and Future Scope
This research work presented a comprehensive
approach to vulnerability detection and classifica-
tion in software security. The approach involved
three stages: data preprocessing and topic modeling,
feature extraction and selection, and classification
using various machine learning algorithms and word
embedding techniques. The results showed that lin-
ear SVM, Random Forest, and Decision Tree classi-
fiers performed well for the 22-class classification
problem, with accuracy scores of 0.8562, 0.8516,
and 0.8187, respectively. On the other hand, Naive
Bayes classifiers showed poor performance, with
accuracy scores ranging from 0.4781 to 0.6937. The
future scope for this research work includes explor-
ing deep learning algorithms for vulnerability classi-
fication. Additionally, the approach can be extended
to include more features, such as code changes, bug
reports, and user feedback, to improve the accuracy
of vulnerability detection and classification. Fur-
thermore, the approach can be evaluated on different
datasets to test its generalizability.
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