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Abstract
Many applications exist for WSN, including but not limited to environmental
monitoring, exploration, and military surveillance. When data relevant to sev-
eral applications is gathered by the WSN’s nodes and sent to the sink, it may
be analysed and repurposed. Sensing data is often sent from the sensor to the
sink via multi-hop routing. To identify the network event, the sink stores the
data in a database, processes it using control instructions, and then assesses
the results. (Wu, Lee, and Chung) Data aggregation reduces the amount of
data that must be sent by processing data locally inside the network.This paper
suggested clustering method called ”Improved Data Accumulation Clustering
(IDAC)” emphasises the formation of clusters with the goals of load balancing
and lifespan extension for the network. First, the cluster heads are selected
depending on their distance from the hub. The base station is located outside
the sensing area. At initially, we feed each sensor the same amount of energy.
All sensors can simultaneously gather data and it has been send to hub. The
BS is aware of the positions of every sensor node, also nodes at top level of
cluster have communication capabilities. cluster head probability is denoted
by the symbol p. Once a node has served as cluster leader for 1/p rounds, it
may serve in that capacity again. Initial node energy levels are represented by
the symbol Emax.

1. Introduction

Clustering is a popular method for improving energy
efficiency. Clusters are formed by the nodes scat-
tered throughout the sensing region. As the name
states CH is responsible for data collecting and
transmission for each cluster (Forero, Cano, and
Giannakis). Clustering can lower network energy
usage by allocating resources and redistributing
load. The cluster heads collect data and send it back
to the BS directly else indirectly via various cluster
heads. Clusters can form using one of two methods:

i. To classify the nodes, a variety of criteria are
employed, including their proximity to one another,
the size of the cluster, the number of nodes, and their
distance from the base station. The nodes in each
cluster are classified as cluster heads based on their
energy level, transmission range, and closeness to
the sink.

ii. Cluster heads are chosen at random and then
encourage adjacent nodes to join them.

The cluster heads can be selected via a variety of
methods. The cluster heads are possibly the nodes
with the most resources. Occasionally, cluster heads
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may be chosen at random. If a node serves as the
cluster leader for an extended period of time, its
power may be rapidly depleted. Fixed cluster head
clusters may not be proportionate in terms of the
number of cluster members, resources utilized, and
data sent to the sink. These unequal clusters can also
result in complex runtime complications (Jafari and
Es-Hagi).

As resources deplete, the same node cannot con-
tinue to function as cluster head indefinitely. As a
result, cluster head responsibilities are rotated across
nodes to extend the network’s lifespan. Cluster
heads can be replaced based on events or time. In
order to balance resource utilization, the network
will be reclustered at a particular time or when a pre-
determined event happens. Cluster heads may be re-
elected at the local or global levels (Deif and Gadal-
lah). Individual clusters reselect the cluster heads in
local reclustering, but all clusters in the network res-
elect the cluster heads in global reclustering (Sneha
and Nagarajan).

2. Contribution of Clustering in Minimizing
Energy Utilization in WSN

The areas where Wireless Sensor Networks (WSN)
is deployed necessitate constant energy supply.
Despite their widespread use, sensors may be dif-
ficult or impossible to recharge in certain situations,
such as war zones or with wildlife. As a result, com-
panies seek to maximize their available energy uti-
lization. Clustering is critical in lowering energy
consumption in WSN. Choosing the cluster head
(CH) of a sensor cluster from the best sensor nodes
saves energy consumption. The most crucial com-
ponent of clustering is CH selection, which, depend-
ing on the distance at which packets are sent, helps
to save energy. Additionally, any cluster-specific
issues should not affect the entire network, allowing
for more effective usage of the network. The base
station, sink and the CH must be installed properly
for proper communication in clustered WSNs. Posi-
tional differences enable efficient data flow on the
network and a longer network lifetime. (Nagarajan
and Karthikeyan)

While clustering maximizes power efficiency
with wireless transmission, the absence of a system
for choosing the best (CH) node which increases the
complication of data collection and energy demand
of sensor nodes. Along with, the imbalance in

energy demand may cause nodes against fail pre-
maturely, thereby reducing the network’s lifespan.
To maximize energy conscious and network dura-
bility of the WSN, the researchers proposed that a
technique known as Hybrid Particle Swarm Opti-
mization (HPSO) is coupled with improved low-
energy ACH (HPSO-ILEACH) for CH selection
in data assembling scenarios. This method calcu-
lates the cluster head, the distance among the clus-
ter’s nodes, along with remaining liveliness of the
nodes using HPSO. ILEACH has been utilized in-
order-to reduce liveliness consumption throughout
the clustering procedure by modifying the cluster
head. Hence HPSO-ILEACH deals for data aggre-
gation and energy conservation has been imple-
mented successfully (Abreu and Mendes) (M and
Krishnaveni) (Sasikumar and Khara).

A unique data aggregation method depending on
node clustering and the Extreme Learning Machine
(ELM) was proposed. Hence suggested method
filters sensor data at each sensor node using the
Kalman filter (KF). The similarity of the node data
and the cluster head data, as experience-based by
cosine similarity and bulk information, at home in
cluster the mote, and ELM is involved to the data
in the cluster head to enhance data aggregation per-
formance. ELM was found as an approximation
and feed forward neural network (NN) that is effec-
tive for regression classification and clustering. This
does not require any iterative processes, which sig-
nificantly minimizes the computing time required
during the training phase. (Istwal and Verma) How-
ever, with ELM, the hidden layer’s input weights
and biases are created at random, leading in a loss
of prediction stability and model precision. Fur-
thermore, this doesn’t enable multifaceted data anal-
ysis, it is essential for recognizing fairly complex
data. The Mahalanobis distance-based redial basis
function (MDRBF) is added to ELM projection
moment to accurately initialize it’s model’s weights
and biases and accelerate the tuning phase. The pro-
posed strategy may effectively reduce the loss func-
tion while improving clustering accuracy. Computer
simulation shows that the suggested technique sur-
passes the real ELM and existing clustering schemes
in period of clustering precision, network longevity
and energy efficiency (Manasi and Joshi)

The cluster head’s energy and the distances
between CH and the BS are very changeable in the
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LEACH protocol due to the arbitrary nature of clus-
ter formation.

Cluster leaders are responsible for gathering and
integrating data from shared nodes within their clus-
ters in addition to giving data to the base sta-
tion. Data transmission costs more energy than data
fusion during data gathering and transfer. Cluster
heads will shut down rapidly owing to high energy
consumption if their current energy is insufficient
or if they are too far away from the base station.
To address these difficulties, this research presents a
novel, upgraded algorithm for balancing the energy
burdens of these cluster heads. LEACH-TLCH
(LEACH Protocol with Two Levels Cluster Head) is
a more advanced version of LEACH that uses the
same cluster-head selection and cluster formation
techniques as LEACH. If the present state energy
of the cluster head is less than the average energy,
or if the distance between the cluster head and the
base station is greater than the average distance, the
common node in this cluster with the most energy
appointed as the secondary cluster head (M and V).
When a cluster has a secondary CH, that will be in
charge of collecting and transferring data from the
member nodes to the cluster head, while the CH is
only in charge of sending data to the base station.
Then CH is responsible for assembling data from
member nodes and transferring it to the BS once the
data has been fused in a cluster without a secondary
cluster head (Osamy, El-Sawy, and Salim). All clus-
ters are separated into two groups: those with sec-
ondary cluster heads disseminate status information
to the other regular nodes, build a schedule using
a TDMA access channel with each node assigned
a specific time slot), and send the schedule to the
other nodes. When a normal node joins a cluster
without the presence of a secondary cluster head,
the cluster leaders split the sending time slot among
the other nodes. Once each node has gotten its send-
ing time allocation, the stable phase begins (I Khalaf
and &amp;abdulsahib)

The Enhanced Hierarchical Multipath Routing
(EHMR) protocol chose the next hop node along
with highest residual energy and the fewest hops. As
a result, a path with minimal latency is built. Every
node chosen for the primary along with secondary
paths identifies itself as a cluster head. When a
node receives a CH announcement message, it joins
the cluster head and forms as a group. Data dis-

tribution is balanced over both the paths to mini-
mize overloading of one path. This results, load-
balanced multiple paths assure dependability, while
hierarchical clustering ensures scalability. Accord-
ing to simulation results, the proposed EHMR pro-
tocol may provide high data rates as well as low
latency paths. (M, V, et al.)

An innovative, lightweight, and energy-efficient
function-based data aggregation approach for a hier-
archy of cluster-based WSN is used to create energy-
efficient data aggregation for cluster-based wireless
sensor networks. In order to increase the exactness
of data aggregation, the exponential moving average
(EMA) is used at the node level for data aggregation,
and a threshold-based technique is used in-order to
identify any outliers. This is to deliver extremely
accurate aggregated data to the BS at the CH level,
we updated Euclidean distance function, the experi-
mental findings demonstrate that our method deliv-
ers highly refined, fused data to the base station
while reducing the transmission cost, communica-
tion cost, and energy consumption at the nodes and
CH’s. To save computing resources, this method
reduces the number of data comparisons at the CH
level. The cluster head receives the partially aggre-
gated data flows from the sensor nodes, here they
were further aggregated. Only the data streams of
neighbouring nodes are compared for the sake of
energy conservation and extending network lifetime.
This is due to the relative higher likelihood of spa-
tial and temporal connection among nearby nodes.
In doing so, the number of comparisons is reduced
to a larger extent, conserving both processing and
transmission energy (Zhou and Lin) (Ezhilarasi and
Krishnaveni)

3. Improved Data Aggregation Clustering to
Improve Energy Efficiency

The ”Improved Data Aggregation Clustering
(IDAC)” proposed clustering technique concentrates
on creating clusters to balance the network load and
extend the network lifetime. Cluster heads are ini-
tially identified based on their proximity to the base
station. Outside of the sensing region is where the
base station is situated. At first, the same quantity of
energy is given to each sensor. Data can be collected
by all sensors and transmitted to the BS. Among all
of the sensor node’s locations are known to the BS.
Thus the data can be sent and received by the clus-
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ter heads. p stands for the likelihood of becoming a
cluster head. After 1/p rounds, a node that has once
become cluster head is eligible to do so again. The
energy of each node initially is denoted Emax.

Initially the base station gathers the details of
the location of the nodes. As the sensor nodes are
deployed deterministically using TriCentroid algo-
rithm, the location remains fixed throughout the life-
time of the network.

The sensing region is divided into zones and a
cluster head is assigned for each zone. As all the
nodes in the sensing region are initially supplied
with same amount of energy Emax, the cluster heads
are elected with probability p where p= 1/number of
nodes in a zone. Initially all the nodes in the zone
have equal probability and hence the cluster head is
selected randomly.

Once the cluster heads are elected, they broadcast
their identification to all the nodes of the network.
The hop table is maintained in each node, the nodes
find the closest cluster head and join them to form
actual clusters. The cluster head prepares the data
sending schedule and then sends that to their mem-
bers within the cluster. Only 50% of the nodes in
a cluster are in active mode and the remaining 50%
nodes in a cluster are in sleep mode. The sleep and
active modes are switched on fixed time slots. The
CH receives data from each node, compresses the
data and sends it to the BS. The new-member CH is
elected based on the residual energy of it’s member
nodes. A threshold is determined in this case. The
node with the maximum residual energy becomes
the next CH. Cluster heads continue to function as
CHs when their energy level falls below a predefined
threshold. If the energy that remains exceeds the
threshold, the CH asks the cluster members for the
residual energy and distance to the BS. The mem-
ber node along with it’s most remaining energy and
closest proximity to the BS is chosen as the next CH.
This step will be repeated till all of the nodes in the
cluster have been depleted. This equation is used for
calculating the energy threshold:

ETS = Einit(CH i)− 40%(Einit(CH i))

ETS is the energy threshold; Einit is the initial energy
of the Cluster head in each cluster. The energy
threshold is computed each time a new cluster head
is selected. This procedure ensures that the energy
of the cluster head does not completely deplete and

that it can be replenished before the other nodes
take over as cluster heads, thereby extending the net-
work’s lifecycle and decreasing the number of worn-
out nodes.

Hence the residual energy of all nodes fall below
the threshold, then the next CH will be determine
based on the criteria given below:

1. A node has not come under the category to
become as a CH for the past (1/p) – 1 rounds.

2. The Current energy ratio of the node to
the initial energy of the node must be equal to
one. Eres

Emax
= 1

3. The next CH must be nearest to the existing
CH where the hop count must be 1.

Data aggregation is performed in the CH’s and
the BS. In the cluster heads data aggregation is per-
formed in two cycles. In the first cycle the aggrega-
tion is performed at the CH’s for the nodes which are
active during the current time slot and in the second
cycle aggregation is performed for the nodes that
have become active in the next time slot. The data
sensed by the members are sent to the CHs and the
CH splits them into multiple datasets. A standard
threshold value is set initially to accept and discard
the data sensed. Euclidean distance is calculated
among the datasets and compared with the stan-
dard threshold value. Based on the conditions given
below the datasets may be accepted and discarded.
Let dsi and dsj be the two data sets. The standard
threshold S is defined initially. The Euclidean dis-
tance between these data sets are calculated using
the equations given below:

εd =

√√√√ts−1∑
1

(dsin− dsjn)
2 ≤ S (5.2)

εd =

√√√√ts−1∑
1

(dsin− dsjn)
2 > S (5.3)

If εd is between dsi and dsj ≤ S, then elements in
both sets are similar. In that case the elements in one
set are retained and the other is discarded. Also εd
is between dsi and dsj > S, then elements in both
sets are not similar. In that case the elements in
both the sets will be retained. This process is done
by all the cluster heads. After aggregation is com-
pleted the refined data is sent to the BS. Then in the
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FIGURE 1. Division of zones using IDAC

FIGURE 2. Identifying Cluster Heads using IDAC

base station the second level of data aggregation is
performed similar to the one performed in the CHs.
The data received from different CHs are split into
data sets by the BS and the Euclidean distance is
calculated among the data sets based the conditions
given. The data is refined by this level of aggre-
gation and duplicate data is completely removed
thereby enhancing accuracy in the sensed data.

4. Results and Discussion

The suggested ”Improved Data Aggregation Clus-
tering (IDAC)” technique is intended to build clus-
ters that consume less energy and last longer in
networks. In order to demonstrate the efficacy
of the proposed algorithm, the parameters clus-
ter size, time required to form clusters, energy
consumption during clustering and data aggrega-
tion, packet delivery ratio, packet loss ratio, and
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FIGURE 3. Formation of Clusters using IDAC

average latency during data aggregation are eval-
uated and discussed. To analyze the performance
of the proposed approach, three current cluster-
ing techniques are used: Enhanced Hybrid Multi-
path Routing (EHMR), Low Energy Adaptive Clus-
tering Hierarchy with Two Level Cluster Heads
(LEACH-TLCH), and Energy Efficient Data Aggre-
gation Clustering (EEDA). Table 1 lists the parame-
ters of simulation.

TABLE 1. Simulation parameters
Parameter Value
Network size 300 x 300
No. of sensor nodes 500
Radio propagation
range

400 m

Channel capacity 2 M bits/s
Initial energy 1000 J
Hello packets 1600 bits
Simulation time 180 s
ε fs 10 pJ/bit/m2
ε mp 0.0013 pJ/bit/m4

4.1. Simulation parameters
The clusters can be balanced or unbalanced. The
number of minimum nodes in a cluster refers to the

size of a cluster. Our proposed work generates par-
tially balanced clusters as the no. of nodes in each
cluster may not be equal. It is called partially bal-
anced as there is no vast difference in the number of
nodes in each cluster.

Figure 4 compares the proposed algorithm IDAC
to other existing studies and shows that IDAC pro-
duces partially balanced clusters. Balanced clus-
ters extend the network’s longevity by balancing the
energy level of each node inside cluster. By form-
ing clusters of varying sizes, the existing operations
make it difficult to manage network traffic and min-
imize node failures.

Figure4 depicts the time required by the algo-
rithms to generate clusters, and it is clear that the
proposed IDAC approach generates clusters faster
than the other techniques given in Table 2.

TABLE 2. Time taken togenerate clusters
Clustering
Approaches

Time Duration (in
secs)

LEACH-TLCH 0.27
EHMR 0.15
EEDAC 0.23
IDAC 0.08

Packet Delivery Ratio (PDR) the number of pack-
ets delivered to the receiver to the number of pack-
ets sent by the sender. Thus proposed algorithm

237



Raju and Lochanambal 2023, Vol. 05, Issue 07 July

FIGURE 4. Time taken to generate clusters

packet delivery is calculated based on the data pack-
ets sent by the cluster heads to the member nodes
and vice versa. Each round 100 data packets are
transmitted by each cluster head during recluster-
ing and around 500 data packets are transmitted by
the member nodes to the cluster heads during data
aggregation. Simulation is done by transmitting 200
data packets from the CH to the members. Table
3 shows the details of number of packets delivered
after each round.

TABLE 3. Number of packets delivered after
each round
RoundsLEACH-

TLCH
EHMREEDAC IDAC

1 162 179 181 193
2 167 173 184 195
3 159 160 172 189
4 152 156 168 187
5 149 147 157 188

The proposed algorithm shows a constant packet
delivery ratio. Table 2 shows the number of pack-
ets delivered to the receiver end to the total no. of
packets sent. Thus the Figure 5 shows that packet
delivery rate is higher in the proposed work com-
pared to the existing works. This assures that the

FIGURE 5. PDR of the proposed algorithm with
the existing algorithms

proposed algorithm is reliable in terms of data trans-
mission. As the proposed algorithm delivers more
number of packets to the destination, it is evident
that the packet loss will also be minimal which is
depicted in Figure 6.

The time taken to perform data aggregation is
given in Table 4 and it is visible that the proposed
algorithm consumes less amount of time to aggre-
gate data in comparison to the existing algorithms
as shown in Figure 7.

Figure 5.6 shows the consolidation of the time
taken to perform clustering and data aggregation
where the proposed algorithm out performs the
existing ones. The details of consolidation are given
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FIGURE 6. PLR of the proposed algorithm with
the existing algorithms

TABLE 4. Time taken to aggregate data
Clustering
Approaches

Time Duration (in
secs)

LEACH-TLCH 3.46
EHMR 4.15
EEDAC 1.23
IDAC 1.07

FIGURE 7. Time consumed for Data aggregation

in Table 5.

TABLE 5. Consolidated Time taken to generate
clusters and aggregate data
Clustering
Approaches

Time Duration (in
secs)

LEACH-TLCH 3.73
EHMR 4.3
EEDAC 1.46
IDAC 1.15

The energy consumed during clustering and data
aggregation is shown in Table 5.6. As LEACH-
TLCH and EHMR do not have any specified tech-
niques to aggregate data, the time taken by them to

FIGURE 8. Comparison of Average Delay of the
proposed algorithm and existing algorithms with
respect to Clustering and Data Aggregation

aggregate data is comparatively more than the other
two approaches. The performance of the proposed
algorithm is displayed in Figure 7.

TABLE 6. Energy Consumption of the algo-
rithmswith respect to Clustering and Data
Aggregation

LEACH-
TLCH

EHMREEDAC IDAC

Clustering112 J 101
J

96 J 87 J

Data
aggre-
gation

221 J 231
J

153 J 136 J

FIGURE 9. Total Energy Level Consumption of
the proposed algorithm compared with the exist-
ing algorithms with respect to Clustering and
Data Aggregation

The results from Figure 7 shows that the proposed
algorithm consumes less energy than the existing
algorithms which can help to prolong network life-
time.
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5. Conclusion
The ”Improved Data Aggregation Clustering

(IDAC)” clustering and data aggregation technique
is efficient in terms of packet delivery and energy
usage. The technique generates clusters of bal-
anced size, which balances the network’s burden and
lowers the risk of nodes dying suddenly and los-
ing connection. The proposed technology appears
to offer reliable communication links that ensure
packet delivery while increasing network through-
put.
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