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1. Introduction  

The most lethal skin cancer, Melanoma, occurs due 

to mutation and uncontrollable division of 

melanocytes, the pigment-producing cells.  Once 

detected at the early stages it can be brought under 

control. A high density of sun tan, multiple moles, 

light-colored skin, etc are some factors that lead to 

Melanoma.  The risk of skin cancer can be lowered 

by keeping away from intense sun exposure. 

According to The American Cancer Society, in 

2022, one lakh new melanoma patients will be there 

in the United States, and around eight thousand 

Melanoma deaths are anticipated to happen in 2022 

[1-2]. A non-invasive type of skin examination by a  

 

clinical specialist, dermoscopy, usually has a high  

prediction accuracy.  But sometimes it fails in 

timely intervention of some specific dermoscopic 

features which can lead to dangerous conditions. 

Also, the insufficiency of expert professionals and  

high prognosis costs are some of the challenges. In 

this paper to enhance the prognosis accuracy, an 

innovative automated computer-aided diagnosis 

(CAD) system to increase melanoma survival rate 

is presented. The most common aid for Malignancy 

diagnosis is the ABCD (Asymmetry, Border, 

Colour, and Diameter) rule [3]. Ihab S. Zaqout, in 

his work, designed a CAD system for malignancy 

detection based on the ABCD procedure [4]. New 
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Melanoma, the most dreadful cancer of the skin with a high mortality rate is 

initially diagnosed visually by a clinical screening, dermoscopic analysis, a 

biopsy, and histopathological examination. It becomes dangerous with delays 

in diagnosis and early treatment. Recent developments in image processing 

techniques help in detecting melanoma in an efficient way as it is a difficult 

job due to fine-grained variability in the lesion. This paper looks into a new 

classification procedure for analyzing lesion irregularities using Particle 

Swarm Optimized Artificial Neural Network. In this research paper, the color 

features from the lesion are extracted and classification is done using the 

PSO-ANN classifier. Receiver Operating Characteristics obtained from 

marking false positive and true positive rates have a vital role in analyzing 

the diagnostic potential of the computer-aided diagnosis system. 

Classification techniques applied to the ISIC database indicate 0.96853 as the 

area under the curve with a specificity of 90.0%, a sensitivity of 94.07%, and 

an accuracy of 93.04%. 
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methods have been adopted for asymmetry 

detection as asymmetric patterns with unhealthy 

growth rates are the benchmark for malignancy [5-

6]. An early sign of melanoma and the highest 

predictable diagnosis of malignant melanoma is the 

variation in color from red to black of the skin 

lesion [7]. R. J. Stanley et.al studies included a 

comparative color histogram to classify malignancy 

using colour clustering ratio attributes from lesion 

[8]. In the work by Sahani. M and et.al, explains 

histogram colour equalization method to reinstate 

the actual skin colour [9].  

Lequan Yu et. al, proposed a successful training 

process incorporating very deep FCNNs to study 

complex lesion.[10]. The paper by Joanna Jaworek- 

presents a detailed explanation of the SVM 

classifier for the identification of malignancy [11]. 

Oludare Isaac Abiodun et. al did a study on 

applications of NN in fields that include 

communication, health care, etc [12]. The work by 

Iftiaz A. Alfi et.al explained deep learning and 

machine learning algorithms for Malignancy 

detection [13]. Thin et al. in their work utilized 

MATLAB for the analysis of melanoma [14]. 

Grzegorz Surowka explained in his work the use of 

ANN classifier for the analysis of skin cancer [15]. 

Sugiarti et al. implemented a Multilayer Perceptron 

neural network with texture feature extraction for 

the analysis of melanoma [16]. Identification of 

melanoma using SVM and kNN classifiers is 

explained in the work by Murugan et al. [17]. The 

work by Thaajwer and Ishanka, used an SVM 

classifier with GLCM method for lesion 

classification [18]. Alquran et.al in their study 

utilized ABCD attributes with SVM classifier [19]. 

The development of a CAD system that yields 

high accuracy is the need of the hour. Advanced 

research utilizing machine learning methods will 

reduce the rate of human error and increase the 

chance of early melanoma detection [20]. A CAD 

methodology to detect melanoma from ISIC 

database using MATLAB was included in this 

analysis.  

The key contribution of the study is presented 

below: 

Colour attributes have an important part in 

melanoma detection. In this study, we utilized 

opponent color and normalized red and green color 

feature extraction methods for melanoma 

classification. Here normalization guarantees 

identical data distribution in all pixels aiding quick 

convergence while training process is carried out. 

Opponent color features are utilized for superior 

colour perception.  

Particle Swarm Optimization algorithm is 

utilized in optimizing the neural network attributes 

to attain an excellent architecture in order to rise the 

final accuracy of the suggested system. The 

experimental outcome of the suggested system 

conveys the significance of the optimization 

algorithm and color attributes in melanoma 

diagnosis. Our suggested optimized classifier 

exhibits better accuracy compared to state-of-the-

art methods which is advantageous for melanoma 

classification.  The rest of the study is organized as 

given below: Section 2 gives the details of the 

material and methods used. The results and 

discussions are presented in section 3 and section 4 

explains the conclusion of the study. 

2. Materials and Proposed Method 

MATLAB R2018a programming along with the 

image processing tool box can be utilized as a 

computing platform for the development of a CAD 

system for melanoma diagnosis. Images for the 

analysis are taken from the ISIC database. The 

suggested approach basic flow diagram is shown in 

Figure 1. The different stages of the approach are 

pre-processing, extraction of lesion features, and 

detection. Color features extracted from the ROI of 

the lesion are given as input to the optimized ANN 

for classification. 

 
FIGURE 1. Proposed system flow diagram 
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2.1 Pre-processing  

In this stage the Region of Interest of the skin is 

separated from the image. 

 

2.2 Feature extraction 

Out of the features like texture, shape, colour etc , 

the prime feature that differentiate malignant 

Melanoma is the colour. Colour variegation in the 

skin lesion can be inferred by exploring the Red, 

Green and Blue chromatic values. [21-22]. From 

the RGB colour space, these RGB values are 

calculated. By dividing each individual values of 

chromaticity, normalized red (𝑟𝑁) and green 
(𝑔𝑁) chromaticity values are calculated as 

mentioned in the Eqn (1) and (2).  

𝑟𝑁 =
𝑅

(𝑅+𝐺+𝐵)
                                                     (1) 

𝑔𝑁=
𝐺

(𝑅+𝐺+𝐵)
                                                                (2) 

From opponent colour space two components, 

luminance channel (Op1) and G-R channel (Op2) 

are used to increase the perception of colour as 

show in the Eqn (3) and  (4).  

  

Op1 (R, G, B) =
𝑅−𝐺

2
                                                          (3) 

 

Op2 (R, G, B) =
2𝐵−𝑅−𝐺

2
                               (4) 

 PSO ANN classifier is fed with these four colour 

features in equations 1 to 4. 

 

2.3 PSO optimized ANN based classification 

The goal of this study is to work out an optimized 

PSO-ANN for designing an innovative melanoma 

detection system with negligible misclassification 

rate. ANN imitates the neuron networks in human 

brain by which it starts learning things and making 

decisions. They can be trained to understand the 

interrelation of data fed to them.       

From the extracted features, skin lesion details 

are identified and interpreted in classification stage. 

Database with features of images stored are fed to 

ANN which identifies the melanoma lesion. New 

images can be classified as cancerous or non-

cancerous by the learned classifier, after training. 

The network weights are updated by 

backpropagation learning algorithm which curtail 

the standard Mean Square Error. ANN structure is 

shown in Figure 2. 

ANN is depending on parameter like   

Momentum constant (Mc), number of hidden 

neurons and layers and Learning rate (Lr). 

Momentum constant quickens the convergence of 

Back propagation which may confine to local 

minima. Proper adjustments of learning rate (Lr) is 

important otherwise it can lead to infinite training 

time and oscillations. Complexities and time 

consumption can he handled with optimum hidden 

layers. So, in the suggested system, to rise the 

classifier efficiency, these parameters were tuned 

by PSO algorithm to develop an optimised 

architecture which is perfectly linked. The learning 

rate optimization can save the shift in learning 

direction due to the presence of unfamiliar 

specimens. The input/output neuron count is set 

according to the system implemented.  

 

 
 

FIGURE 2. ANN structure 

 

The behaviour of many of the optimization 

methods widely used are interestingly inspired by 

nature. PSO, put forward by James Kennedy & 

Russell Eberhart [23] uses population search and 

techniques to solve optimization drawbacks by 

mimicking similar patterns similar to the behaviour 

of species like fish schooling etc. In this algorithm, 

the optimization problem solutions are found by 

reconditioning the particles’ velocity and position 

in solution space. The particles advance through the 

solution space according to the present optimal 

particle’s fitness value and velocity, calculated 

using a fitness function on which further 

optimization has to be done. By running maximal 

iterations, the algorithm helps in precise 

classification of lesion as cancerous or non-

cancerous. 

PSO is initialised by a group of random 

variables to find optimal solutions. After each 

iteration, the movement of the particles in design 

space is updated using two best parameters:  pbest , 

the finest position given by the ith particle  and 
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global best, is that tracked by every particles  in the 

design space. By repeating the process, eventually 

an optimal solution is obtained. 

𝐗𝐢 = 𝐗𝐢𝟏, 𝐗𝐢𝟐, 𝐗𝐢𝟑, … . 𝐗𝐢𝐧is the positions and 

𝑉𝐼 = 𝐕𝐈𝟏, 𝐕𝐈𝟐, 𝐕𝐈𝟑, … . 𝐕𝐢𝐧is the velocities of particles 

in n dimensional design space and the equations for 

the updation of ith particles for  dth dimension  is 

given by 

𝐗𝐢𝐝(𝐭 + 𝟏) = 𝐗𝐢𝐝(𝐭) + 𝐕𝐢𝐝(𝐭 + 𝟏)                      (5) 

𝐕𝐢𝐝(𝐭 + 𝟏) = 𝐕𝐢𝐝(𝐭) +  𝐀𝟏 × 𝐍𝟏 × (𝐩𝐛𝐞𝐬𝐭𝐝(𝐭) −

𝐗𝐢𝐝(𝐭)) + 𝐀𝟐 × 𝐍𝟐 × (𝐠𝐛𝐞𝐬𝐭𝐝(𝐭) −  𝐗𝐢𝐝)            (6) 

Acceleration constants are 𝐀𝟏 and 𝐀𝟐, 

Random numbers are 𝑵𝟏 and  𝑵𝟐  

𝐩𝐛𝐞𝐬𝐭𝐝(𝐭) local best solution of individual particle 

till tth iteration  

𝐠𝐛𝐞𝐬𝐭𝐝(𝐭) best solution of particles in the entire 

design space till tth
 iteration  

𝐕𝐢𝐝(𝐭) Individual particle Velocity at tth iteration in 

dimension d, 

𝐗𝐢𝐝(𝐭) Individual particle Position at tth iteration in 

dimension d, 

 

PSOANN algorithm pseudo code is given below 

 

Initialize population 

repeat 

for 𝑖 = 1 𝑡𝑜 𝑆 

Using Eq. (7) find the fitness value 

// update pbest 

If 𝒇(𝑿𝒊) < 𝒇(𝑷𝒃𝒆𝒔𝒕(𝒕 − 𝟏))then 

𝑃𝑏𝑒𝑠𝑡𝑡 = 𝑋𝑖 

end if 

// update gbest 

If (𝑷𝒃𝒆𝒔𝒕𝒊)  < 𝒇(𝒈𝒃𝒆𝒔𝒕)  then  

𝒈𝒃𝒆𝒔𝒕 = 𝑷𝒃𝒆𝒔𝒕𝒊 

end if 

  end for 

//Update position and velocity of particle in S 

domain 

for i=1 to S 

for d=1 to D 

Position is updated by eq. (5) 

Velocity is updated by eq. (6) 

end for 

end for 

i=it+1 

until it <tmax 

 

 

The best output is attained from the PSO-ANN 

technique by optimizing momentum factor, hidden 

layer neurons and learning rate. The neurons in 

input and output are fixed for certain problem. 

Optimal learning rate accelerate the learning even 

in the presence of different training patterns and 

convergence of error propagation is accelerated by 

the momentum factor optimization.   

 

In design space input layers neurons (Ni) and 

output layer neurons (No) is similar and fixed. 

Optimization process range is presented by 

Ymin={Lrmin,Nhmin,Mcmin} and Ymax={ 

Lrmax,Nhmax, Mcmax} where Lr shows learning rate, 

Nh shows hidden layer neurons and Mc  shows 

momentum factor . f is the activation function. For 

optimal training, Mean Square Error (MSE) is the 

fitness function.  

𝑴𝑺𝑬𝑷𝑺𝑶−𝑨𝑵𝑵 = ∑ ∑ (𝒕𝒌
𝒑

− 𝒀𝒌
𝒑,𝒐

)
𝟐𝑵𝒐

𝒌=𝟏𝒑∈𝑻                 (7) 

where 𝑡𝑘
𝑝

 is the target output, actual output, 𝑌𝑘
𝑝,𝑜

is 

in the outer most layer o and from kth neuron in the 

training set with pattern p. PSOANN algorithm 

automatically finds the best solution from the 

framed fitness function. Input, hidden and output 

are the three layers. 

 

3. Results and Discussion  

After selecting the ROI, four colour features are 

taken from pixels from the ROI and further analysis 

is done. The PSO-ANN optimization was 

performed with hidden neurons ranging from 31 to 

200 and momentum factor and learning rate also 

ranging from 0 to 1.  Size of the population, N=50 

and epochs =500 is performed for training a 

maximum of 100 generations. For the proposed 

PSO-ANN, Nh = 127, Lr = 0.01365 and Mc = 

0.9532 is achieved. 

Input for the optimised classifier are the 

extracted four colour features. For training 80% of 

the dataset and for testing 20% are used. During 

training time, unknown output is used by the 

classifier and in testing period, previously unknown 

lesions are classified. The classification results are 

shown in Figure 3. 
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FIGURE 3. Detection results i) ISIC database image ii) 

ROI iii) Detected malignant image. 

 

Classification process recognizes and separates 

melanoma lesion from non melanoma lesion. It 

helps to segregate skin lesion into discrete values 

like true/false. This section of the paper explains 

about different performance measures implemented 

like False Positive (*FP), False Negative (*FN), 

True Positive (*TP) and True negative (*TN) to 

analyse the potential of different identification 

techniques used for malignancy diagnosis. * TP 

shows that the skin lesion is truly melanoma and 

*FP is where the lesion predicted to have cancer is 

actually not. *TN shows absence of melanoma and 

*FN means the lesion predicted to be normal is 

actually cancerous.  Receiver Operating 

Characteristics curve (ROC) [24] which is marked 

with TPR on y -axis and FPR on x-axis is for 

analysing the classifier performance is shown in 

Figure 4. Another important analytical measure for 

classification performance is sensitivity and 

selectivity shown in Eqn (8) and (9). Sensitivity 

assess true positives which means malignant lesion 

is correctly identified. Specificity shows true 

negatives, i.e malignancy is not present.  

 

Sensitivity  =
∗TP

(∗FN+∗TP)
                                         (8) 

 

Specificity =
∗TN

(∗FP+∗TN)
                                          (9) 

 

F measure = 2 ∗
Recall∗Precision

Recal+Precisionl
                             (10) 

 

AUC measures the quality of the diagnostic system 

to distinguish between melanoma and non-

melanoma lesions and it shows the probability that 

an abnormal lesion chosen at random is more 

indicative of malignancy than a similarly chosen 

normal lesion. 

The complete performance analysis of proposed 

system is measured using the parameter accuracy 

that gives correct predictions of the proposed CAD 

system. Accuracy is given in Eqn (11) 

 

Accuracy =
(∗TP +∗TN)

(∗𝑇𝑃+∗𝐹𝑃+∗𝑇𝑁+∗𝐹𝑁
                         (11) 

 

Another  performance metric that evaluates the 

performance of a diagnostic system is Youden’s 

index (J) whose  value ranges from 0 to 1  and is 

expressed in Eqn (12) . 

𝐽 = sensitivity +  specificity − 1                (12) 

The automatic detection classifier may miss certain 

abnormalities and also miss predict, which is 

expressed as the misclassification rate in Eqn (13).  

Misclassification Rate =1-Accuracy               (13) 

From Confusion matrix in Figure 5 the performance 

of the suggested system can be understood. 

System’s Performance Measures for ISIC Dataset 

Using MATLAB parameters are shown in Table 1. 

 

 
FIGURE 4. ROC curve for PSO-ANN classifier 

 
FIGURE 5. Confusion matrix for PSO-ANN classifier 
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TABLE 1. Shows System’s Performance Measures 

for ISIC Dataset Using MATLAB 

 

Parameters PSO-ANN classifier 

Sensitivity 94.07% 

Specificity 90.00% 

F-Measure 0.953 

Accuracy 93.04% 

Youden’s index 0.8407 

Misclassification 0.070 

AUC 0.96853 

 

The classification accuracy has increased after 

the introduction of optimised learning. The AUC 

under ROC curve is 0.96853 with a specificity of 

90.00% and sensitivity of 94.07%. By the 

introduction of optimized learning, classification 

accuracy has reached to 93.04%. This makes the 

PSO-ANN suitable for the classification for the 

detection of Melanoma.  

The comparison with previous state of art 

results is shown in Table 2. 

TABLE 2. Comparison with previous work 

 

Methodology Accuracy 

SVM (Babu et al.) [25] 76.0% 

CNN (Gouda et al.) [26] 85.7% 

SVM (Murugan et al.) 89.5% 

KNN (Murugan et al.) 86.0% 

CCNN (Sethulekshmi et al.)[27] 91.1% 

Proposed system 93.04% 

   
Conclusion 

The research paper put forth a novel technique of 

PSO-ANN classifier used in computer aided 

analysis in Melanoma detection. Presence of 

melanoma is detected by the algorithm explained in 

the paper. Initially colour features are taken from 

skin lesion and an optimised PSO-ANN classifier is 

used in this classification process with increased 

accuracy. The AUC from the ROC is obtained as 

0.96853 with a specificity of 90.02% and a 

sensitivity of 94.11%. Optimized ANN accelerates 

the convergence of the algorithm with an accuracy 

of 93.01%. These obtained results shows the 

potential of our suggested system in melanoma 

detection .It can be of use to dermatologists by 

utilizing it   in dermoscopy systems. Implementing 

CAD system with more refined techniques can 

minimize the melanoma death rate. 

Authors’ Note  

The authors declare that there is no conflict of 

interest regarding the publication of this article.  

References 

[1] Xu, Z., et al. “Computer-aided diagnosis of  

skin cancer based on soft computing 

techniques.”OpenMedicine15.1(2020):1860–

871. http://doi: 10.1515/med-2020-0131. 

[2] Melanoma Survival Rates. 

https://www.curemelanoma.org/about-

melanoma/melanoma-staging/ melanoma-

survival-rates.  

[3] Abbasi, N.R., et al., “Early Diagnosis of 

Cutaneous Melanoma Revisiting the ABCD 

Criteria.”American Medical Association 292.     

22 (2004) :2771-2776.     

http://doi:10.1001/jama.292.22.2771 

[4] Zaqout, I.S., “Diagnosis of Skin Lesions Based 

on Dermoscopic Images Using Image 

Processing Techniques.” International Journal 

of Signal Processing, Image Processing and 

Pattern Recognition 9.9(2016): 189-204. 

http//dx.doi.org/10.14257/ijca.2016.9.9.18 

[5] Kasmi, R. and Mokrani, K.,“Classification of 

malignant melanoma and benign skin lesions: 

implementation of automatic ABCD rule”, IET 

Image Processing. 10.6(2016):448–455. 

http://doi:  10.1049/iet-ipr.2015.0385 

[6] Senan , E.M., Jadhav M.E.,(2021) .Analysis of 

dermoscopy images by using ABCD rule for 

early detection of skin cancer. Global 

Transitions Proceedings2(2021):1-7. 

https://doi.org/10.1016/j.gltp.2021.01.001 

[7] Wighton, P., et al. “Generalizing Common 

Tasks in Automated Skin Lesion Diagnosis.” 

IEEE Transactions on Information Technology 

in Biomedicine 15.4(2011): 622-9.http://doi: 

10.1109/TITB.2011. 2150758 

[8] Stanley, R. J., et al. “A relative color approach 

to color discrimination for malignant melanoma 

detection in dermoscopy images.” Skin 

Research and Technology 13.1(2007):62–72, 

2007.http:// doi: 10.1111/j.1600-

0846.2007.00192.x 

[9] Sahani, M., et al. “Modified Color Histogram 

Equalization with Variable Enhancement 

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank


Sethulekshmi R  2024,Vol. 06, Issue 02 

   

International Research Journal on Advanced Science Hub (IRJASH) 20 

 

Degree for Restoration of Skin Color.” IEEE 

2015 International Conference on 

Communications and Signal Processing 

(ICCSP) 978-1-4 799-8081-9, 

2015.http://doi: 10.1109/ICCSP.2015.7322561 

[10] Lequan Yu et. al, “Automated Melanoma 

Recognition in Dermoscopy Images via Very 

Deep Residual Networks.” IEEE transactions on 

medical imaging,36.4(2016):994-

1004.http://doi: 10.1109/TMI.2016.2642839 

[11] Jaworek-Korjakowska,  J., “Computer-Aided 

Diagnosis of Micro-Malignant Melanoma 

Lesions Applying Support Vector Machines.” 

Hindawi Publishing Corporation BioMed 

Research International 2016, Article ID 

4381972.doi.org/10.1155/2016/4381972. 

[12] Abiodun, O. I, et al. “State-of-the-art in 

artificial neural network applications: A survey.” 

Heliyon Elsevier Ltd 4.11 (2018):e00938 

doi.org/10.1016/j.heliyon.2018.e00938.  

[13] Alfi , I. A., et al. “A Non-Invasive Interpretable 

Diagnosis of Melanoma Skin Cancer Using 

Deep Learning and Ensemble Stacking of 

Machine Learning Models.” Diagnostics 

(Basel) 12.3 (2022): 726, 

doi:10.3390/diagnostics12030726 

[14] Thin, T., et al. “Analysis of Skin Cancer Image 

Processing Using MATLAB.” International 

Journal of Scientific & Engineering Research 

10.7(2019):27-31. 

[15] Surowka, G., “Search for Resolution Invariant 

Wavelet Features of Melanoma Learned by a 

Limited ANN Classifier”, Schedae 

Informaticae 25 (2016): 189–207.  
 doi: 10.4467/20838476SI.16.015.6196 

[16] Sugiarti, et al. “An artificial neural network 

approach for detecting skin cancer” 

TELKOMNIKA, 17.2(2019):788~793. 

       doi:10.12928/TELKOMNIKA.v17i2.9547. 

[17] Murugan, A., et al. “Research on SVM and 

kNN Classifiers for Skin Cancer Detection.” 

International Journal of Engineering and 

Advanced Technology (IJEAT), 9(2) (2019): 

4627-4632. doi: 10.1007/s10916-019-1400-8 

[18] Thaajwer , M.A.A.,  and Ishanka, U.A.P. 

“Melanoma Skin Cancer Detection Using 

Image Processing and Machine Learning 

Techniques.”(2020);978-1-7281-8412-8, 

IEEE. doi: 10.1109/ICAC51239.2020. 

9357309 

[19] Alquran,H.,E., et al. “The Melanoma Skin 

Cancer Detection and Classification using 

Support Vector Machine.” 2017 IEEE Jordan 

Conference on Applied Electrical Engineering 

and Computing Technologies 

(AEECT).(2017):976-1-5090-5969-0/17. 

doi:10.1109/AEECT.2017.8257738 

[20] Das,K., et al. “Machine Learning and Its 

Application in Skin Cancer.” Int J Environ Res 

PublicHealth.18.24(2021):13409. 

doi: 10.3390/ijerph182413409. 

[21] Li, M.,  and   Jiang, X., “ An Improved 

Algorithm Based on Color Feature Extraction 

for Image Retrieval”, 8th International 

Conference on Intelligent Human-Machine 

Systems and Cybernetics (2016): 978-1-5090-

0768-4/16. doi: 10.1109/IHMSC.2016.166 

[22] Gevers, T.  and  Stokman,H.  (2004), Robust 

Histogram Construction from Color Invariants 

for Object Recognition, IEEE Transactions on 

Pattern Analysis and Machine Intelligence, 

26(1), doi.org/10.1109/TPAMI.2004.1261083 

[23] Kennedy, J., Eberhart, R., “Particle swarm 

optimization”, IEEE Int. Conf. Neural Netw. 

(ICNN) 4, (1995):1942–1948. 

doi: 10.1109/ICNN.1995.488968 

[24] Fawcett, T., ‘‘An introduction to ROC 

analysis’’, Pattern Recognit. Lett., 27.8, 

(2006):861–874. 

https://doi.org/10.1016/j.patrec.2005.10.010 

[25] Babu , G.N.K. and  Peter, V. J.(2021) .Skin 

Cancer Detection Using Support Vector 

Machine With Histogram Of Oriented 

Gradients Features. ICTACT Journal On Soft 

Computing, 11.02 (2021): 

https:// doi: 10.21917/ijsc.2021.032   

[26] Gouda, W., et al. Detection of Skin Cancer 

Based on Skin Lesion Images Using Deep 

Learning. Healthcare, 10, 1183. 

https://doi.org/10.3390/ healthcare1007118 

[27] Sethulekshmi R. and Arul Linsely ,”Skin 

Cancer Diagnosis using Cascaded Correlation 

Neural Network.” International Journal of 

Intelligent Systems And Applications In 

Engineering .  10.4 (2022) 507–511. 

 

    Sethulekshmi R et al.

 2024                                

Open Access. 
This article is distributed under the terms of 

the Creative Commons Attribution 4.0 

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank


Melanoma detection using Particle Swarm Optimized Artificial Neural Network 2024,Vol. 06, No. 02 

   

International Research Journal on Advanced Science Hub (IRJASH) 21 

 

International License 

(http://creativecommons.org/licenses/by/4.

0/), which permits unrestricted use, 

distribution, and reproduction in any 

medium, provided you give appropriate 

credit to the original author(s) and the 

source, provide a link to the Creative 

Commons license, and indicate if changes 

were made. 

Embargo period: The article has no 

embargo period. 

To cite this Article: , Sethulekshmi R, and  

J. Arul Linsely.  “Melanoma detection using 

Particle Swarm Optimized Artificial Neural 

Network.” International Research Journal 

on Advanced Science Hub 06.02 February  

(2024): 14–21. 
http://dx.doi.org/10.47392/IRJASH.2024.004 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 
  

file:///D:/SK/NEW%20PAPERS/me/(http:/creati
http://creativecommons.org/licenses/by/4.0/)
http://creativecommons.org/licenses/by/4.0/)
http://dx.doi.org/10.47392/IRJASH.2024.004

